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INTRODUCTION 

The optimum intrinsic parameter values in the camera auto-calibration problem can be achieved by minimising the 

cost function given information such as the essential matrix and the fundamental matrix. Any optimization approach, 

including Genetic Algorithms, Particle Swarm Optimization, and Simulated Annealing, can be used to obtain the optimum 

value. In 2001, Y. Zhang and Q. Ji proposed using a Genetic Algorithm to solve the camera auto-calibration problem [6]. 

Genetic Algorithm is used to search for optimal interior and exterior camera parameters. The authors used synthetic and 

real images for their experiment.  The authors concluded that Genetic Algorithm produced a superior performance in term 

of convergence, accuracy and robustness. In 2008, J. Z. Tao et al. proposed the implementation of Particle Swarm 

Optimization in camera auto-calibration problem process [1]. In the paper, the authors decided to find only the aspect 

ratio of the intrinsic parameters, which consists of fu and fv (focal length in pixels along the axes of the image). The skew, 

γ is let to 0. While the other two intrinsic parameters: u0and v0is ignored by S. Bougnoux[2]recommendation. The fitness 

or cost function used in optimizing the parameters is as recommended by R. I. Hartley [3]. In the same year, K. Bilal and 

J. Qureshi used Genetic Algorithm, Particle Swarm Optimization, and Simulated Annealing to investigate the 

applicability of nature-inspired optimization techniques for camera auto-calibration [4]. Their main objective is to have a 

performance benchmark between the algorithms based on several criteria: algorithm efficiency, algorithm accuracy, 

algorithm reliability, and calibration error. The authors then concluded that different optimization algorithms suitable in 

different conditions: if the application requires reliability, Genetic Algorithm fit really well, and if the application requires 

precision, Simulated Annealing or Particle Swarm Optimization will do the job better. In year 2009, X. Song et al. 

proposed another implementation of Particle Swarm Optimization for single camera calibration [5]. The result indicates 

that Particle Swarm Optimization provides decent calibration accuracy. There have also been attempts to combine 

different algorithms. To increase the accuracy of camera auto-calibration, J. Li et al. developed a hybrid of Genetic 

Algorithm and Particle Swarm Optimization [7]. The simplified Kruppa’s equation is used as cost function. The result 

indicates that the hybrid approach produced better success rate than having Genetic Algorithm or Particle Swarm 

Optimization as standalone. 

From the literature, it is obvious that several attempts have been made to tackle the camera auto-calibration problem 

utilising Computational Intelligence's optimization methods. This is due to several reasons: easy to understand, easy to 

implement, and global optimization method [1]. Having mentioned the benefit of Computational Intelligence’s 

optimization, this paper attempt to experiment with one of the latest Swarm Intelligence called Bat Algorithm. In the 

second chapter will introduce reader to camera auto-calibration problem. In the third chapter, the reader will be introduced 
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to the Bat Algorithm and shown how it is used to simulate the camera auto-calibration problem. The fourth chapter 

covered the result obtained from the experiment and in the fifth chapter, we will conclude the finding of the paper. 

CAMERA AUTO-CALIBRATION PROBLEM 

The main hindrance in camera auto-calibration is to obtain the optimal values of the intrinsic camera parameters for 

a given number of images. The word optimal here suggests that in theory, there should be zero error during point-to-point 

matching between the images, but in practice, this is hard to achieve. As the name suggested, auto camera calibration 

does not require any supervision by human. The intrinsic matrix is as shown in (1). 

 

𝐾 =  [
𝑓𝑢 𝛾 𝑢0

0 𝑓𝑣 𝑣0

0 0 1

] (1) 

 

where[𝑢0𝑣0]𝑇𝛾 is the skew, 𝑓
𝑢
 is the product of focal length and magnification factor, 𝜀. The magnification factor, 𝜀 

is defined by (2). 

 

𝑓
𝑣

= 𝜀 ×  𝑓
𝑢
 (2) 

 

Based on the recommended of previous literatures [1, 3], a point, 𝑝 is on the absolute conic case, in which vector, 

𝒙 = (𝑥, 𝑦, 𝑧)𝑻 will satisfy (3). 

 

𝒙𝑇𝒙 = 0 (3) 

 

Based on (3), it possible to extend the work of R. I. Hartley [3], where now each point, 𝑝 must fit requirements: (4) 

and (5). 

 

𝑝𝑇𝐾−𝑇𝐾−1𝑝 = 0 (4) 

 

𝑝𝑇𝜔 𝑝 = 0 (5) 

 

which the dual absolute conic of𝜔, 𝜔∗ is as stated in (6). 

 

𝜔∗ = 𝐾𝐾𝑇 (6) 

 

R. I. Hartley [3] simplified the Kruppa’s equation to (7) where values of 𝑟 and 𝑠 come from diagonal matrix, 𝐷 which 

is described in (8). Column vector, 𝑈 are 𝑢1, 𝑢2, and 𝑢3. Column vector, 𝑉are 𝑣1, 𝑣2, and 𝑣3. 

 

𝑟2𝑣1
𝑇𝜔∗𝑣1

𝑢2
𝑇𝜔∗𝑢2

=
𝑟𝑠𝑣1

𝑇𝜔∗𝑣2

−𝑢2
𝑇𝜔∗𝑢1

=
𝑠2𝑣2

𝑇𝜔∗𝑣2

𝑢1
𝑇𝜔∗𝑢1

 (7) 

 

 

𝐷 =  [
𝑟

𝑠

1

] (8) 

 

Assigning each part of (7) as𝐽
1
, 𝐽

2
, and 𝐽

3
, (9) to (11) can be obtained. 

 

𝐽
𝑖1

=  
𝑟2𝑣1

𝑇𝜔∗𝑣1

𝑢2
𝑇𝜔∗𝑢2

 (9) 

 

𝐽
𝑖2

=  
𝑟𝑠𝑣1

𝑇𝜔∗𝑣2

−𝑢2
𝑇𝜔∗𝑢1

 (10) 

 

𝐽
𝑖3

=  
𝑠2𝑣2

𝑇𝜔∗𝑣2

𝑢1
𝑇𝜔∗𝑢1

 (11) 
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Thus, the optimized value of the intrinsic matrix parameters can be obtained by finding the combination of parameters 

that minimize the error in (12). 

 

𝐸𝑟𝑟𝑜𝑟 =  ∑ √𝐽𝑖1
2 + 𝐽𝑖2

2 + 𝐽𝑖3
2

𝑖𝑚−1

𝑧=1
 (12) 

 

where 𝑖𝑚 is number of images. This paper Note that (12) will be use as fitness function for Bat Algorithm for this 

experiment. 

MODELING CAMERA AUTO-CALIBRATION PROBLEM USING BAT ALGORITHM 

Implementation of Computational Intelligence’s optimization algorithms, in general, had been a great success. The 

algorithms implemented in a wide range of optimization problem such as Travelling Salesman Problem [15], VLSI 

problem [16,19], Printed Circuit Board’s routing problem [12,14,18], and DNA sequence design problem [13,17]. Thus, 

the implementation of Computational Intelligence’s optimization algorithm in camera auto-calibration problem comes 

naturally. This paper studies the use of Bat Algorithm in solving the problem. Bat Algorithm was introduced by X.-S. 

Yang in 2010 [11]. Bat Algorithm is inspired by the echolocation behavior of the microbats [11]. As mentioned earlier, 

each bat is a candidate solution of the problem, thus camera auto-calibration problem can be modeled as (13). 

 

𝒔𝑚 = [𝑓
𝑢

 𝛽 𝑢0 𝑓
𝑣
𝑣0]𝑇 (13) 

 

where 𝒔𝑚is the 𝑚-th bat position in the search space. It can be clearly seen that each parameters in camera auto-calibration 

problem represented by a dimension of the search space; 1st dimension for 𝑓
𝑢
, 2nd dimension for 𝛽, 3rd dimension for 𝑢0, 

4th dimension for  𝑓
𝑣
, and the 5th dimension for 𝑣0. A simple example to give better idea of this model, for 𝒔2 =

[100 0 250 100 256]𝑇 means that the 2nd bat in Bat Algorithm suggest that the parameters of the intrinsic matrix should 

be as follows:𝑓
𝑢

= 100, 𝛽 = 0, 𝑢0 = 250, 𝑓
𝑣

= 100, 𝑣0 = 256. The algorithm of Bat Algorithm as stated in Algorithm 

1 which is adapted from the original Bat Algorithm [11]. 

 

The algorithm starts by initializing the bats positions in the search space randomly. In practice, the search space is 

usually limited to a known range of potential solutions values resides. In our case, we limit the range to [0, 1000] for each 

dimension of the search space. While 𝒗𝑚is set 0 for all bats, initially. Pulse frequency, 𝑓
𝑚

 is set randomly based on (14). 

 

𝑓
𝑚

 = 𝑓
𝑚𝑖𝑛

+ 𝛽(𝑓
𝑚𝑎𝑥

− 𝑓
min

 ) (14) 

 

where𝛽 ∈ [0,1] is a random value that comes from a uniform distribution. For this problem, 𝑓
𝑚𝑖𝑛

= 0and 𝑓
𝑚𝑎𝑥

=

 100. The pulse frequency influence the velocity of the bat as stated in (15). 

 

𝒗𝑚
𝑧 = 𝒗𝑚

𝑧−1 + 𝑓
𝑚

(𝒔𝑚
𝑧−1 − 𝒔∗ (15) 

 

where𝒗𝑚
𝑧  is the velocity of m-th bat at z iteration, 𝒔𝑚

𝑧  is the position of m-th bat at z iteration, and 𝒔∗is the position of the 

global best location found so far. Thus, the new location or position of the bat for the next iteration as (16). 

 

𝒔𝑚
𝑧 = 𝒔𝑚

𝑧−1 +  𝒗𝑚
𝑧  (16) 

 

Line 10 to 13 in the algorithm indicates that of the pulse rate of the bat is lower than a linear random value, the bat 

will perform a local search around its area using (18). 

 

𝒔𝑚
𝑧 = 𝒔𝑚

𝑧 +  𝜀𝐴#
𝑧  (17) 

 

where𝜀 ∈ [−1,1] is a linear random number and 𝐴#
𝑧  is the mean loudness of all the bats at the given iteration. Then 

the bat will make a random walk according to Line 02 of the algorithm, and if the fitness obtained from the new position 

is better than the global best solution, and the bat loudness is greater than a linear randomly generated value, the solution 

is taken as the new bat position. 

 

Table 1. Bat Algorithm for camera auto-calibration 

Algorithm 1: Bat Algorithm for camera auto-calibration 

01 Set fitness function, 𝑓𝑖𝑡(𝒔𝑚) according to (12) where 𝒔𝑚 = [𝑠𝑚1, 𝑠𝑚2, . . , 𝑠𝑚𝑛]𝑇 
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02 Generate randomly initial population of agent, 𝒔𝑚where 𝑚 = 1,2, . . , 𝑞 

03 Generate randomly initial velocity of agent, 𝒗𝑚where 𝑚 = 1,2, . . , 𝑞 

04 Define pulse frequency 𝑓
𝑚

 at 𝒔𝑚 

05 Initialize pulse rates, 𝑟𝑚 and the loudness 𝐴𝑚 

06 while 𝑧 < 𝑡 

07    for 𝑚 = 1 to 𝑞 

08      Generate new solution by adjusting frequency using (14) and updating velocity 

09       using (15) and location using (16). 

10       if 𝑟𝑎𝑛𝑑 > 𝑟𝑚 

11         Select a solution among the best solutions 

12         Generate a local solution around the selected best solutions using (17) 

13       end if 

14       Generate a new solution by flying randomly using (18) 

15       if (𝑟𝑎𝑛𝑑 < 𝐴𝑚) & (𝑓𝑖𝑡(𝒔𝑚) < 𝑓(𝒔∗))   
16             Accept the new solutions 

17             Increase 𝑟𝑚 and reduce 𝐴𝑚 

18       end if 

19       Rank the bats and find the current best 𝒔∗ using (12) 

20   end for 𝑚 

21 end while 

22 Post process results and visualization 

 

In this paper, the values used for pulse rates, 𝑟𝑚 and the loudness 𝐴𝑚 as suggested in the original paper [11] which 

stated in (18) and (19). 

 

𝐴𝑚
𝑧 = 0.9 ×  𝐴𝑚

𝑧   (18) 

 

𝑟𝑚
𝑧+1 = 𝑟𝑚

𝑧  ×  𝑒−(0.9 × 𝑧)  (19) 

 

Values of 𝐴𝑚
0  and 𝑟𝑚

0  are randomly assigned in the range of [0, 0.5] and [0.5, 1], respectively. Note that the values of 

𝐴 and 𝑟 are going to decrease as the iteration incereases. This ensure at the beginning of the simulation, the bat will focus 

more on exploitation of global solution and at the end of the phase of the simulation, the bat will focus more on exploration 

of local solution. 

The fitness of each bat is then ranked, and if the bats have a higher fitness than the global best solution, the global 

best solution is updated. The cycle is continued until the stopping condition is met. The best global solution is then 

presented. 

 
RESULT 

Table 2 indicates the parameters of Bat Algorithm used in obtaining the experimental result. The case study was 

obtained from a database given by Le2i Universite de Bourgoune. [9-10]. The Matlab platform is used to write the 

algorithm. The simulation was performed using a Windows 10’s Operating System with a 2.11 GHz Intel Core i5 (10th 

generation) CPU and 8 GB DDR4 RAM. 

 

Table 2. Proposed approach’s parameters. 

Parameter Value 

Number of computation 10 

Number of iteration, 𝑡 [10, 5000] 

Number of bat, 𝑞 [2, 50] 

Pulse rate at initial iteration, 𝑟 [0.5, 1] 

Loudness at initial iteration, 𝐴 [0, 0.5] 

Pulse frequency, 𝑓 [0, 100] 

 

Initial finding presented in SETNC 2013 [20] suggested that the Bat Algorithm approach the problem by either 

converges prematurely (as seen by the convergence curve in Figure 2) or does not (refer Figure 1). In the same proceeding, 

it is dictated that these two cases are extreme to each other. A reasonable explanation for these extreme cases is because 

poor selection of Bat Algorithm’s parameters. Thus, prompted this study where attempts to examine the cause and effect 

of the parameters selection of Bat Algorithm in more depth. 
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Figure 1. Premature Convergence. 

 

 

Figure 2. No Converge 

The results of the extensive simulation are summarized in Table 3. Note that the error is in 10−3, thus 0.13466 displays 

in combination of parameters of  𝑞  = 2 and  𝑡 = 10 is an actual error of 1.3466 ×  10−3.  Theory proposed that an increase 

number of agent (to a certain value) should be able to reduce the error. Result obtained shows inconsistency which mainly 

occurred for all combination of iteration for 𝑞  = 10 and  𝑞 = 20. This inconsistency can be seen either the result is superior 

compared to a higher number of agents for the same iteration number. Or the result is inferior compared to a smaller 

number of agents for the same iteration number. Similar pattern can be seen when increasing the number of iteration. In 

theory, a greater number of iteration should be able to minimize the error. Instead, result shows inconsistency which 

mainly occurred for all combination of agents for 𝑡  = 1000. Having said that, most of the findings are still inline with the 

theory. 

 

Table 3. Average error (in 10−3) for different parameters of 𝑞 and 𝑡 

  Number of bat, 𝑞 

N
u

m
b

er
 o

f 
it

er
at

io
n

, 
𝑡 

 2 5 10 20 50 

10 0.142115 0.147437 0.139705 0.135665 0.127082 

20 0.147463 0.165.221 0.142554 0.142672 0.143651 

50 0.142331 0.136062 0.133818 0.124742 0.127799 

100 0.147518 0.134374 0.142514 0.142536 0.130775 

200 0.135414 0.130368 0.142604 0.140718 0.133703 

500 0.140758 0.132676 0.131042 0.142148 0.130908 

1000 0.142774 0.145745 0.134916 0.141575 0.14129 

2000 0.138743 0.130105 0.134152 0.142164 0.130811 

5000 0.134789 0.137064 0.12698 0.124756 0.143409 

 

Another interesting subject to be studied is the average percentage of global convergence’s iteration. Global 

convergece iteration is defined as the iteration number in which the agents obtained found the best soultion for the given 

simulation. Low percentage (0 to 50%) indicates that the algorithm prematurely converge.  Ideally, the percentage needed 

is around 60% to 80%. While percentage above 90% might suggested that the algorithm still requires more time (or 

iteration in this case) to find the optimized solution. Based on Table 4, as iteration increased for a given number of agent, 

the average of percetage of global convergence increases. 
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Table 4. Average percentage of global convergence for different parameters of 𝑞 and 𝑡 

  Number of bat, 𝑞 

N
u

m
b

er
 o

f 
it

er
at

io
n

, 
𝑡 

 2 5 10 20 50 

10 20 25 40 20 20 

20 25 40 41 43 50 

50 40 45 50 49 51 

100 51 51 51 53 55 

200 53 55 57 58 58 

500 61 63 65 66 70 

1000 60 67 71 70 70 

2000 68 71 71 73 75 

5000 70 75 76 81 86 

CONCLUSION 

This paper studies the impact of Bat Algorithm’s parameters variation towards solution obtained for camera auto-

calibration problem. The aim of the paper to further validate the finding presented earlier in SETNC 2013. The results 

indicate that he Bat Algorithm's parameter variation demonstrates a positive cause-and-effect correlation. It can be 

concluded that the result obtained are inline with the Computational Intelligence theory. 
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