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INTRODUCTION 

The autonomous vehicle (AV) field is increasingly gaining interest today due to drastic sensor technology changes. 

Nowadays, car technology includes various driver assistance systems, communications and electronics, automation 

requirements create a whole new demand [1]. There have been some accomplishments in the AV area of research due to 

its popularity in recent years showed by research worldwide. The main objective of AV is to reduce traffic congestion 

and human error that could be fatal through the employment of machine intelligence [2], [3]. 

The advancement of LIDAR technology used in the autonomous vehicle (AV) system has made it increasingly 

popular. Despite that, the ability of the sensor to adjust to human behaviour in sensing and perceiving different 

environments is still unsolved as it significantly impacting the performance of LIDAR, causing the effect of missing 

points and false positives detection. The immerging of machine learning algorithms that have greatly impacted solving 

uncertainties and LIDAR's reliability in making judgments has proven a great success. This paper aims to classify different 

rain rates conditions in a controlled environment with real rain using a LIDAR. Then, the feature extraction using the 

time-domain method was employed to generate more features with a variation of Support Vector Machine (SVM) models 

in developing classification models. The preliminary observation shows that the Poly-SVM model can achieve a test 

classification accuracy (CA) of 97%. Noting that, the proposed method has the potential to evaluate weather classification. 

The transition towards the utilization of AVs in Malaysia is somewhat hampered by its weather conditions, particularly 

its high value of rainfall precipitation (RP) [4]. It has been reported that the RP is between 84.7 and 153.9mmh-1 in 

Peninsular Malaysia and between 81.8 and 143.8mmh-1 in Borneo [5], [6]. This problem is not uncommon as it has been 

reported in the literature that rain droplets and fog are a huge obstacle to the progress of unmanned vehicle technology, 

especially with Light Detection and Recognition (LIDAR) due to its water droplets which causing false positive and 

missing detection [7], [8]. It has become a serious issue where the software created to manoeuvre the automated car 

requires adaptation to various environmental conditions perceived by humans [1]. 

LIDAR is a promising weather detection technology due to its high definition data and spatial resolution as it scans 

the environment, generating large-scale point clouds and 3D maps [9]–[11]. An active extrinsic sensor enables the 

efficient location of weather effects both day and night and over a considerable range [6], [12].  

Nowadays, the current trend of large-scale data implementation is always to be used with machine learning due to its 

large datasets for humans to handle. A study was carried out by using LIDAR and machine learning in classifying different 

rain weather rates by comparing two classifiers which is k-Nearest Neighbors (k-NN) and SVM [13]. 

A mathematical model approach with maximum and rain rate as the parameter was used to investigate the degradation 

of LIDAR and incorporate the model into a physical-based simulation using Velodyne VLP-16 by simulating the 
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maximum distance of detection throughout three different rain conditions, which is 0 mm/h, 9 mm/h, 17 mm/h and 45 

mm/h. In results shows that, reduce the range of detection and number of points [16]. 

Nonetheless, it is noteworthy to mention that limited studies have been carried out to address the issue regarding the 

efficacy of LIDAR towards harsh weather environments, especially with regards to the Malaysian climate. This paper 

investigates the effectiveness of evaluating a variation of SVM models in classifying LIDAR data, particularly for real 

raining weather conditions with different rain rates. 

RELATED WORK 

In past work, there have been few studies on the influence of LIDAR sensors in harsh weather conditions. The 

influence of the weather was analyzed with four weather conditions: clear, fog, rain: less than 5 mm/h, and snow by 

setting up the LIDAR Velodyne' VLP' static outdoor. Different parameters such as standard deviation, maximum, peak 

to peak, mean and so forth were obtained to maximize the CA, focusing on k-NN F1-score higher than 80%. The 

parameter, which is the feature, is to be tested to investigate the significant parameters that impact the classification [13]. 

Furthermore, a machine learning model approach to analyze the influence of weather on the performance of LIDAR 

by classifying three different conditions: clear, rain and fog in a controlled environment using a Velodyne' VLP16' and 

Valeo' Scala'. The LIDAR output data gathered consist of cartesian (x, y, z) and spherical (r, θ, φ) coordinates, e for the 

echo number, I for the intensity and epw for the echo pulse width. The mean and variance of each frame were calculated 

to generate 16 attributes feature vectors. The weather condition tested were clear;0 mm/h, rain; 55 mm/h and fog; 20-30 

m, 30-40 m, 40-50 m and 50-60 m. Two machine learning classifiers were used for the weather classification: k-KNN 

and SVM. Thus, the classification results for VLP16 using mean union over the intersection with KNN and SVM as the 

classifier is 96.40% and 97.14%, respectively, which is the best [14]. 

It is noteworthy to mention that limited studies have been carried out regarding the issue of LIDAR towards adverse 

weather environments. This paper aims to investigate the efficacy of evaluating SVM machine learning classifier models 

and its hyperparameter tune specifying different kernel variation using time-domain features as parameters in classifying 

LIDAR data by assessing the CA for clear and other rain rate weather conditions. 

METHODOLOGY 

Experiment Setup 

The RS-LIDAR 16, as in Figure 2 (a), is a 3D LIDAR consisting of 16 channels of light beam with a laser wavelength 

of 905 nm where a single return data point of 320,000 pts/s can be emitted a maximum of up to 150 m. It is designed 

especially for the outdoor environment because of its IP67 environmental protection that protects the LIDAR from dust 

and water immersion for mobile applications such as AV that is mainly use for its capability to perceive the environment 

with 360  ̊ horizontal angle field of view and 30  ̊vertical angle field of view (15  ̊up and 15  ̊down). The rotation range is 

5 Hz, 10 Hz and 20 Hz, which is 300 rpm, 600 rpm and 1200 rpm, respectively. The output data contain range, rotation 

angle and time stamp. The flowchart for rain rate classification can be seen in Figure 1 

 

    

 

Figure 1. Flowchart of the rain rate classification 

 

The investigation gathers the data for different rain rates, and the selected area was Universiti Malaysia Pahang in 

Peninsular Malaysia.  
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(a) 

 

 

 
(b) 

 

Figure 2. (a) RS-LIDAR 16 set up (b) Rain gauge position 

 

The experiment was done for three months (September 2020 to December 2020). It was the rainy season, and the 

statistics obtained from the meteorological station reported that the rainfall precipitation (RP) was between 84.7 mm/h 

and 153 mm/h during this period. The drop size distribution of the droplets is considered constant along the area of study. 

As depicted in Figure 2 (a) and (b), LIDAR and the rain gauge were placed respectively in a static position throughout 

the experiment. The LIDAR rotation range was set to 10 Hz, 600 rpm, and the horizontal angle field of view was set to 

120 ̊. A total of 10 frames consists of approximate 10,700 points per frame, and a total of 107,000 pts/s was collected for 

each clear weather and 18 mm/h, 36 mm/h, 54 mm/h, 72 mm/h, 90 mm/h and 108 mm/h for rainy weather with a 

combination of 70 frames. The output LIDAR data consist of cartesian (x, y, z) coordinates were gathered. 

In this investigation, time-domain features (Equations 1 to 7) consist of mean, median, variance, standard deviation, 

skewness kurtosis, standard error mean, minimum and maximum were calculated for every frame and each cartesian 

coordinates in which will create a total of 27 features a frame. Features extraction is one of the analysis techniques for 

processing the raw LIDAR data that can be classified as a time-domain analysis method. The benefits of this method are 

to average the rain noise and become more sensitive to the background noise [15]. 
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For this investigation, 400 frame data for each clear and variation of rain rate weather, which is 18 mm/h, 36 mm/h, 

54 mm/h, 72 mm/h, 90 mm/h and 108 mm/h, sum up to a total of 2800 frame was evaluated using ML classifier. The 

classifier used was SVM and was further tuned by hyperparameters using the linear kernel compared to the best ML 

classifier model. One of the purposes of hyperparameters is to prevent the overfitting of the model [16]. The ML model 

used was supervised learning and classifying big data such as LIDAR data [11]. The model was fit with the features 

extracted data using the nine-time domain features for each channel of (x, y, z) that creates 27 features, and the dataset 

was used as an input to train the ML model [17]. 

A variation of SVM models based on the different kernels are evaluated to investigate the effectiveness in classifying 

the weather [11], [18]. SVM machine learning model is the most popular model which is widely used in nowadays 

applications for classification. This model works by choosing the dataset features which depend on the least feature value 

recursively [19]. The different SVM models and hyperparameter tuning was evaluated in Spyder IDE, a Python 

programming environment. The scikit-learn library was used for the development of the SVM models. The kernels were 

varied, whilst other hyperparameters were set, as shown in Table 1. The kernels evaluated are linear, polynomial (second-

order), radial basis function (RBF) and sigmoid, as referred from Equations 8 until 11, respectively. The evaluation for 

the classifiers is evaluated based on its CA, and the fivefold cross-validation technique was used to train the models as it 

has been reported to reduce the overfitting behaviour [20]. The purpose of using hyperparameter tuning is to find the best 

model and parameters algorithm compared by just using default settings.  

 

1) Linear kernel algorithm: 

 
𝑓(𝑥) = ∑ 𝑦𝑖(𝑥𝑖 ⋅ 𝑤 + 𝑏)
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Where x is the nearest point to the margin and w absolute b is the distance between two hyperplanes. 

 

2) Polynomial kernel algorithm: 

 
𝑓(𝑥𝑖, 𝑥𝑗) = (𝑥𝑖 ⋅ 𝑥𝑗 + 1)

𝑒
 (9) 

 

Where e denoted as the degree of polynomial. 

 

3) RBF kernel algorithm:  

 
𝑓(𝑥𝑖, 𝑥𝑗) = 𝑒𝑥𝑝 (−𝑟‖𝑥𝑖 − 𝑥𝑗‖
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Where r represents the radial kernel parameter. 
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4) Sigmoid kernel algorithm: 

 
𝑓(𝑥𝑖, 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝑟𝑥𝑖 ⋅ 𝑥𝑗 + 𝑐) (11) 

 

Where c represents a moving parameter which regulates the mapping threshold, where r > 0 and c < 0.  

 

The default SVM model was used and compared with tuned SVM hyperparameters to see the capability of the model 

to adapt the nature of this data. 

 

Table 1. SVM hyperparameters tuning 

Kernals 
Parameters 

Gamma C Degree 

Linear - 0.01,0.1,1,10,100 - 

Polynomial 0.01,0.1,1,10,100 - 2,3 

RBF 0.01,0.1,1,10,100 0.01,0.1,1,10,100 - 

Sigmoid 0.01,0.1,1,10,100 0.01,0.1,1,10,100 - 

 

EXPERIMENTAL RESULTS  

In this study, a real-world environment of the rainy weather and, in this case, was clear and different raining weather 

conditions were collected. As mention in the previous section, all the features generated from LIDAR data was used to 

train the SVM models for each different kernel with a total of 69 machine learning model. The data were separated 

randomly, where 70% of the dataset's data was used to train the SVM models. The remaining 30% was tested with the 

developed, trained SVM models to observe the accuracy further. As shown in Figure 3, it is the default SVM model and 

the best hyperparameter tuning for SVM. It can be seen that using the default parameter for SVM achieved a CA of 33 % 

for train and 32 % for the test, which shows an unreliable machine learning model. After hyperparameter tuning with the 

parameter set shown in Table 1, the best model achieved by using poly as the kernel was to set parameter degree to 3 and 

gamma 100. The CA achieved for the train is 100% and 97% for the test, and it shows that the development of optimized 

ML model has the credibility for different rain rate weather classification 

 

 

 
Figure 3. SVM model and hyperparameters tuning 

 

 

Further observation was carried out on the confusion matrix of both default SVM and polynomial SVM models that 

are shown in Figure 4 and Figure 5. In Figure 4, shows the misclassification for defaults SVM model came from rain rate 

of 0 mm/h was misclassified as 36 mm/h, 18 mm/h were misclassified as 36 mm/h and 90 mm/h, 36 mm/h was 

misclassified as 90 mm/h, 54 mm/h were misclassified as 36 mm/h and 90 mm/h, 72 mm/h rain rate were misclassified 

as 36 mm/h and 90 mm/h, 90 mm/h was misclassified as 36 mm/h and lastly, 108 mm/h were misclassified as 36 mm/h 

and 90 mm/h. The misclassification of the tuned SVM model can be seen in Figure 5, where rain rates for 0 mm/h and 18 

mm/h were classified correctly. However, there was a misclassification for 36 mm/h that was classified as 54 mm/h, 54 

mm/h were misclassified as 36 mm/h and 72 mm/h, 72 mm/h were misclassified as 54 mm/h, and 108 mm/h, 90 mm/h 

was misclassified as 72 mm/h, and 108 mm/h was misclassified as 90 mm/h. The misclassification for the tuned SVM 

model has less misclassification compared to the default SVM model. This shows the instability of the model to classify 

causing a massive error and with hyperparameter tune had shown in better model predictability in classifying rain rates.   
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Figure 4. SVM default parameter Confusion Matrix. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. SVM-Poly Confusion Matrix. 

 

CONCLUSION 

This preliminary study shows that default SVM and Poly-SVM models developed using the selected features from 

LIDAR data can provide a reasonable CA to evaluate the weather changes. Future studies will be carried out by including 

more disturbance to the environment, engineering different features, and optimizing the hyperparameter on the best SVM 

model.  The preliminary results obtained encourage the objective-based judgement when using LIDAR that measures the 

reliability of the sensor in the presence of different rain rates. 
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