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INTRODUCTION 

Crude oil is a highly sought-after commodity in Malaysia and across the world. As the world's primary fuel sources, 

oil and natural gas are major industries in the energy sector and significantly impact the global economy. In terms of 

dollar value, the oil and gas industry is one of the biggest in the world, making these energy sources vital to the global 

economy, especially for its largest producers [1]. Upstream, midstream, and downstream are the three segments of the oil 

and gas sector. For oil and gas companies with integrated upstream and downstream business portfolios, the impact of 

low oil prices can be cushioned [2]. In the past years, downstream players have embarked on various initiatives to 

maximise value and opportunities in the current low oil price environment by pursuing downstream projects, particularly 

petrochemical [3]. 

In the past years, downstream players have embarked on various initiatives to maximise value and opportunities in 

the current low oil price environment by pursuing downstream projects, particularly petrochemical [4][5]. Unconventional 

oil and gas resources have significantly impacted global oil and gas supply and are now gradually becoming alternatives 

to conventional oil and gas resources [6][7]. Oil production in the Association of South-East Asian Nations (ASEAN)  is 

far from insignificant:  Indonesia ranks among the top  20  oil-producing countries globally,  and  Brunei,  Malaysia,  

Thailand and  Vietnam also produce significant amounts of oil [8]. ASEAN's regional energy cooperation activities 

marked by the creation of the ASEAN Economic Community (AEC) in 2015 set energy security and sustainability as 

major goals for advancing the energy sector and economy [8][9]. In Malaysia, the oil and gas industry is a significant 

contributor to the economy [5][10].  

METHODOLOGY 

Data Measurement 

Overall set-up is as shown in Figure 1. The measurement of odour data for each sample is done using an E-Nose 

sensor, and each sample will have five repetitions of the measurement dataset. Between the repetition, the samples odour 

need to be neutralised using Ethanol to make sure the data reading is stable. Each sample is set up to three different 

temperatures as an additional variable, which are 40°C, 60°C and 80°C. 

 

Data Pre-Processing 

Data pre-processing is a process that enables the extraction of significant features from data. This procedure can be 

used for and pattern recognition [11]. Data pre-processing is an important step that is required to get high-quality data. It 

also refers to the steps that are necessary to measure the quality of the data. The quality of the data is a measure based on 

accuracy, sensitivity and specificity. 

ABSTRACT – Oil and gas production and distribution processes technologies are highly complex 
and capital-intensive. Crude oil is a high demand commodity in Malaysia and across the world. 
Physical and chemical properties are used to classify crude oil in oil and gas industries. The 
human's nose cannot distinguish the difference of smell among various crude oils grade. 
Conventional approaches to detect odour are expensive and difficult to operate. Due to declining 
production and increasing demand, using E-nose technologies to inspect the odour condition of 
crude oil might be a significant change in the industries. The Case-Based Reasoning (CBR) 
classification method also is utilised in this project to classify crude oil conditions. As a result, all 
crude oil samples have their odour profile pattern extracted through the normalisation of data. The 
performance accuracy of the CBR classifier achieved a high rate, which is 99.31% on average. 
Hence, the using of E-nose and utilising CBR are excellent methods in investigating odour. 
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Figure 1. Data measurement flow chart. 

 

All raw data measurements need to be normalised in the beginning of data pre-processing before proceeding to another 

step. The mean calculation technique is used to normalise all data values in which Rmax is the maximum raw data and R 

is the raw data using the given formula: 

 

 
𝑅′ =

𝑅

𝑅𝑚𝑎𝑥
 (1) 

 

The normalised data is recorded accordingly and for each sensor, the normalised data for all five repetitions will be 

combined to find the average. The values of normalised data are standardised to the 0-1 range. Thus, it leads to extract 

unique features efficiently. 

Feature Extraction 

Feature extraction is a simple process that aims to identify the predominant features in a given dataset. It is usually 

performed by extracting the relationship between the features and a target feature [11]. The normalised data values from 

previous data pre-processing are plotted in a graph against the number of the sensor to do feature extraction. Based on 

the graph generated, different graph patterns for every sample shows that every sample has its unique odour profile. 

Figure 2 a and Figure 2b shows the odour profile pattern graphs for all samples at 40°C and 60°C, whereas Figure 3 

illustrates sampe at 80°C. 

 

         

(a)                                                                                                    (b) 

Figure 2. Feature extraction odour profile pattern for (a) 40°C sample (b) 60°C sample. 
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Figure 3. Feature extraction odour profile pattern for 80°C samples. 

 

Case-Based Reasoning (CBR) 

Case retrieval, case reuse, case revise, case retain and case base are the five parts of a conventional CBR. As seen in 

Figure 4 is the basic flow chart of how CBR works. 

 

 

Figure 4. Basic flow chart of CBR. 

The CBR retrieval process employs similarity measures. The purpose of similarity is to choose cases that can be easily 

adapted to the current issue and choose cases with (almost) the same solution as the current issue. The basic assumption 

for similarity measure is similar problems have similar solutions. The formula to calculate similarity is given as follows:  

 

 
𝑠𝑖𝑚(𝐴, 𝐵) =  

1

∑ 𝑤𝑖
∙ ∑ 𝑤𝑖 ∙ 𝑠𝑖𝑚𝑖(𝑎, 𝑏)

𝑝

𝑖=1

 (2) 

 

A is the new case, B is the previous cases, a and b are denoted as new and previous features, respectively. The number 

of attributes is p, i is the iteration, wi is the weight of attributes, and simi is the local similarity. Similarity measure is used 

in solving and reasoning a new crude oil case to match previous cases in the CBR case library. The available cases might 

fit efficiently or almost identical to the new current case. The similarity results in Figure 5 indicate the similarity between 

cases in the library and new cases. The first, second, and third similarity rankings for each case are tabulated in case-

based reasoning voting table to measure classification performance. Accuracy performance is acquired with the help of 

similarity measures. 

 

Confusion Matrix 

The confusion matrix method is used to measure the performance of classification. Table 1 depicts the confusion 

matrix in a two-class classification task [12]. The chart shows that four different outcome forecasts can be made. False 

positive and false negative results are two forms of errors, while true positive and true negative results are valid 

classifications. False positive examples are negative examples of classes that have been incorrectly classed as positive. 

In contrast, false negative examples are positive examples of classes that have been incorrectly classed as negative. 
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Figure 5. CBR similarity table. 

 

Table 1. Confusion matrix table concept. 

  Predicted Class 
  Negatives Positives 

Actual Class 
Negatives TN FP 

Positives FN TP 

 

Based on the confusion matrix, accuracy, sensitivity and specificity performance can be calculated for each samples. 

The formula to calculate accuracy, sensitivity, and specificity is given in the following equations: 

 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃
 (3) 

 

 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (5) 

EXPERIMENTAL RESULTS 

This experiment investigates the performance of a crude oil condition classifier utilising Case-Based Reasoning. The 

experimental parameters used in this experiment are seven different samples of crude oil at three temperature variants. 

Table 2 demonstrates that 7 out of 12 chosen samples that have been analysed show 100% accuray performance while 

the other five samples show a rate higher than 96%. Furthermore, the overall performance result is great as the average 

accuracy is 99.31%. The odour of crude oil can be classified with a high rate of sensitivity and specificity. 

Table 2. Performance results calculated. 
 

ACCURACY SENSITIVITY SPECIFICITY 

2 (40) 99.17 100.00 99.10 

2 (60) 100.00 100.00 100.00 

2 (80) 100.00 100.00 100.00 

4 (40) 96.94 78.79 98.78 

4 (60) 100.00 100.00 100.00 

4 (80) 100.00 100.00 100.00 

5 (40) 97.78 86.67 98.79 

5 (60) 100.00 100.00 100.00 

5 (80) 100.00 100.00 100.00 

7 (40) 98.89 93.33 99.39 

7 (60) 98.89 93.33 99.39 

7 (60) 100.00 100.00 100.00 

AVERAGE 99.31 96.01 99.62 
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CONCLUSION 

To conclude, all crude oil samples in three different temperatures have their unique odour profile pattern. Thus, it is 

proven that crude oil has different properties that can be sensed by using E-nose. CBR approach shows a positive accuracy 

result of 99.31% on average, nearly 100% for classification performance rate. 

Other than that, the more samples used and analysed are better as the CBR case library can contain a much higher 

number of cases than any new case. In this project, there are seven samples in total. However, only four out of seven 

samples were thoroughly analysed. It cannot validate if the results of four analysed samples can represent the complete 

seven samples if they are to be analysed. 
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