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Introduction 
Spring is an elastic device used to store mechanical 

potential energy. The most common design used in 
everyday life is the coil springs. Spring is used to 
absorb or controlling energy due to shock and 
vibration, storing energy, measuring forces and 
control motion. In automotive industry, helical spring 
compression with good flexibility can absorb a lot of 
energy is often used. The efficiency of the vehicle 
depends on the total weight. Minimizing weight is 
usually the main goal in designing any automotive 
components. 

Design optimization can be defined as the process 
of finding the optimal parameters, which yield 
minimum or maximum value of an objective function 
and at the same time satisfy a particular set of 
constraints. This can be solved by an exact method or 
approximation method. The exact method ensures an 
optimal solution but the cost of this method can be 
very huge as the intricacy to compute increases. The 
approximate method is more efficient in terms of the 
utilization of time and memory [1]. An approximation 
method ensures a bounded solution that determines 
how close the solution acquired from the ideal 

optimal, however the optimum solution is not always 
guaranteed, especially for complicated problems. 
Optimization algorithms are among the well-known 
approximation methods. 

The simulated Kalman filter (SKF) [2] is one of the 
optimization algorithms that has been developed based 
on Kalman filtering. The SKF can operates using 
many agents or one agent only. If many agents are 
used, the SKF is called population-based SKF [3], 
whereas if one agent is used, the SKF is called single-
solution SKF (ssSKF) [4]. To date, the population-
based SKF has been applied in solving many practical 
problems [5-17], however, applications of ssSKF is 
still lacking [18]. In this paper, the usefullness of 
ssSKF is demonstrated by solving a helical spring 
design problem. 

Design of Spring 
A spring is an important mechanical component 

competent of giving massive flexible misshaping. A 
spring is fundamentally characterized as an elastic 
body whose work is to misshape when it given load 
and to recuperate its initial shape structure when the 
load is detached. It is a mechanical element that exert 
force when deformed [19].  
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Figure 1. Helical spring. 

 

 
Figure 2. Flowchart of the ssSKF algorithm [4]. 

 
Tension/compression string design problem is 

introduced by Arora [20] and Belegundu [21]. The 
objective is to minimize the weight of an helical spring 
shown in Figure 1 [22] subject to a set of constraints, 
which are minimum deflection, shear stress, surge 
frequency, limits on outside diameter, and design 
variables. The mean coil diameter, D, the wire 
diameter, d, and the number of active coil, P, are the 
design variables. In this paper, D = x2, d = x1, and P = 
x3. 

To minimize the weight, according to [20-22], an 
objective function is formulated as follows: 

 
Minimize f(x) = (x3 + 2)x2x12                                     (1) 
 
subject to 
 

g1(x) = 1 − !!"!"
"#"$%!#$

≤ 0                                           (2) 
 

g2(x) = &!!!'!#!!
#(%))(!! !#"'!#$)

+ #
%#,$!#!

− 1 ≤ 0                (3) 

 
g3(x) = 1 − #&,.&%!#

!!!!"
≤ 0                                          (4) 

 
g4(x) = !#%!!

#.%
− 1 ≤ 0                                              (5) 

 

The Single-solution Simulated Kalman Filter for 
the Helical Spring Design 

The flowchart of ssSKF algorithm [4] is shown in 
Figure 2. The algorithm begins with random initial 
solution, X(0). Initial error covariance, P(0), is set to a 
normally distributed random number.  

After that, fitness according to equation (1) is 
calculated. After that, the best-so-far solution, 𝑿./01, 
is updated.  

During prediction, the following equations are used 
to predict the optimum solution: 

 
𝑿2(𝑡|𝑡 + 1)~𝑈-𝑿./032 − 𝛿3 , 𝑿./032 + 𝛿30                 (6) 

	
𝑃2(𝑡|𝑡 + 1) = 𝑃2(𝑡) + 𝑟𝑎𝑛𝑑𝑛2                             (7) 
 

𝛿3 = 𝑒'
&×(
()*+ × 𝛿,                                                     (8) 

 
𝛿, = max(|lowerlimit|, |upperlimit|)                         (9) 
 
where tMax is the maximum number of iterations and 
randnd is a normally distributed random number. 
Initially, 

After that in measurement step, the simulated 
measurement value, Zd(t), is computed as follows: 

 
𝒁2(𝑡) 	= 	𝑿2(𝑡|𝑡 + 1) 	+	∆                               (10) 
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Figure 2. Convergence curve. 

 

 
Table 1. Experimental setting. 

Variable 
 
Value 

Maximum iterations 50,000,000 
𝛼 10 
x1min 0.05 
x1max 2 
x2min 0.25 
x2max 1.3 
x3min 2 
x3max 15 

 

where 
 
∆	= 	𝑠𝑖𝑛(𝑟𝑎𝑛𝑑2 × 2𝜋)	×	 @𝑿2(𝑡|𝑡 + 1)−𝑿./032 @ (11) 
 

Finally, during the estimation step, the solution and 
error covariance estimates for the next iteration are 
calculated as follows. 

 	
𝐾2(𝑡) = 5,6𝑡7𝑡 + 18

5,6𝑡7𝑡 + 189:;<2,                                    (12) 

 	
𝐗2(𝑡 + 1) = 𝐗2(𝑡|𝑡 + 1) + 𝛾                               (13) 

 
𝛾 = 𝐾2(𝑡) ×	(𝐙2(𝑡) − 𝐗2(𝑡|𝑡 + 1))                    (14) 
 

 𝑃2(𝑡 + 1) = (1 − 𝐾2(𝑡))×𝑃2(𝑡|𝑡 + 1)              (15) 

 
A solution is accepted if all the constraints 

computed based on equations (2-5) are valid. This 
process continues until the maximum number of 
iterations. 

Experiment, Result, and Discussion 
Table 1 shows the parameter setting of the ssSKF. 

50,000,000 iterations is selected. The x1min, x1max, x2min, 
x2max, x3min, and x3max values follows the design 
problem introduced in [20-21]. Based on the 
experimental setting parameters, f(x) = 0.0126658 is 
obtained. The mean coil diameter, D, the wire 
diameter, d, and the number of active coil, P, are 
0.3969, 0.0533, and 9.2981, respectively. A 
convergence curve is shown in Figure 3.  

Table 2 shows the results obtained against other 
results reported in literature based on different 
algorithms. Those algorithms are co-evolutionary 
particle swarm optimization (CPSO) [21], genetic 
algorithm (GA) [11], artificial bee colony (ABC) [11], 
co-evolutionary differential evolution (CDE) [11], and 
bat algorithm (BA) [11]. The comparison shows that 
the design variables obtained by the ssSKF is better 
than the rest of the algorithm. 

Conclusions 
 This study finds the minimum weight of a helical 
spring using ssSKF algorithm. The objective to 
minimize the weight of the spring is achieved. The 
performance of the ssSKF have been compared 
against other algorithm reported in literature the result 
shows the ssSKF able to outperform co-evolutionary 
particle swarm optimization (CPSO), genetic 
algorithm (GA), artificial bee colony (ABC), co-
evolutionary differential evolution (CDE), and bat 
algorithm (BA) in solving helical spring design 
problem. 
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Table 2. Results comparison. 

Design variables ssSKF 
 
CPSO [22] 

 
GA [23] 

 
ABC [24] 

 
CDE [25] 

 
BA [26] 

d 0.0533 0.051728 0.05148 0.051749 0.051609 0.05169 
D 0.3969 0.357644 0.351661 0.358179 0.354714 0.35673 
P 9.2981 11.244543 11.6322 11.203763 11.410831 11.2885 
g1(x) -0.0020 −0.000845 −0.003 -0.00 -4e-05 0 
g2(x) -4.7747e04 −1.2600e-05 −0.0001 -0.00 -0.0002 0 
g3(x) -4.1134 −4.051300 −4.0263 -4.056663 -4.0486 −4.0538 
g4(x) -0.6999 −0.727090 −0.7312 -0.726713 -0.7291 −0.7277 
f(x)  0.0126668 0.0126747 0.0127048 0.012667 0.0126702 0.01267 

Conclusions 
 This study finds the minimum weight of a helical 
spring using ssSKF algorithm. The objective to 
minimize the weight of the spring is achieved. The 
performance of the ssSKF have been compared 
against other algorithm reported in literature the result 
shows the ssSKF able to outperform co-evolutionary 
particle swarm optimization (CPSO), genetic 
algorithm (GA), artificial bee colony (ABC), co-
evolutionary differential evolution (CDE), and bat 
algorithm (BA) in solving helical spring design 
problem. 
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