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Introduction 
A metaheuristic is an iterative generation process 

which guides a subordinate heuristic by combining 
intelligently different concepts for exploring and 
exploiting the search space so that a near-optimal 
solution can be obtained. In 2015, a new metaheuristic 
algorithm called simulated Kalman filter (SKF), has 
been introduced for numerical optimization problems 
[1-3]. It was introduced as population-based 
metaheuristics, where the search for optimal solution 
is conducted by a group of agents. The agents of SKF 
work like Kalman filters [4], where they go through 
prediction, measurement, and estimation process in 
every iteration. The measurement in SKF is a 
simulated measurement which is obtained using 
mathematical equation. 

As a population-based metaheuristic algorithm, the 
SKF’s agents conduct the search for optimal solution 
through information sharing. The evaluation of the 
candidate solutions found by SKF agents and the 
Kalman filter’s procedure of predict, measure and 
estimate are done iteratively. How the agents move 
from evaluation to the Kalman procedure, either as a 
group or individually is determined by the iteration 
strategy. The group-oriented iteration strategy is 

known as synchronous update while the individual-
oriented iteration strategy is known as asynchronous 
update. So far, most studies on SKF have been carried 
out based on synchronous update implementation, 
where every agent of the population need to complete 
the evaluation phase before the Kalman phase can 
begin. 

Many studies on SKF can be found in literature. 
For example, the SKF has been studied fundamentally 
[5-6]. The SKF also has been extended for binary 
optimization problems [7] and combinatorial 
optimization problems [8-10]. Hybridization of SKF 
with particle swarm optimization (PSO), gravitational 
search algorithm (GSA), and opposition-based 
learning [11-16] have also been proposed for better 
performance. Other variants called parameter-less 
SKF and randomized SKF algorithms were proposed 
in [17-18]. The SKF  has  also  been  applied  for  real 
world problems like the adaptive beamforming in 
wireless cellular communication [19-22], airport gate 
allocation problem [23-24], feature selection of EEG 
signal [25-26], system identification [27-28], image 
processing [29-30], assembly sequence planning [31], 
controller tuning [32], and PCB drill path optimization 
[33-34]. 

ABSTRACT – The original Simulated Kalman Filter (SKF) is an optimizer that employs synchronous 
update mechanism. The agents in SKF update their solutions after all fitness calculations, prediction 
process, and measurement process are completed. An alternative to synchronous update is 
asynchronous update. In asynchronous update, only one agent does fitness calculation, prediction, 
measurement, and estimation processes at one time. A recent study shows that the asynchronous SKF 
outperforms synchronous SKF. In this study, synchronous and asynchronous mechanisms are 
combined in SKF. At first, the SKF starts with either synchronous or asynchronous update. By evaluating 
the fitness, if no improved solution is found, the SKF changes its update mechanism. The decision to 
switch from synchronous to asynchronous or vice versa is made randomly. Using the CEC2014 
benchmark test suite, experimental results indicate that the proposed adaptive switching SKF 
randomness outperforms the original SKF algorithm. 
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Figure 1. The flowchart of the SKF. 

 
Recently, asynchronous sequence update in SKF 

has been studied [35]. In this work, a new variant of 
SKF is proposed. The proposed algorithm is called 
adaptive switching SKF with randomness (ASSKFR) 
which applies switching between synchronous and 
asynchronous updates based on a random process. 
There are two variants of ASSKFR algorithms. The 
first is ASSKFR!

"#$ that begins with asynchronous 
update. On the other hand, the ASSKFR%

"#$ begins with 
synchronous update. The performance of both 
ASSKFR variants are compared with the original SKF 
using CEC2014 benchmark function, where more 
accurate (less error) solutions can be obtained. 

The Simulated Kalman Filter 
The SKF algorithm follows the algorithm shown in 

Figure 1. One iteration consists of fitness evaluation, 
update the best solution, predict, measure, and 
estimate. 

Using n agents, a set of solution can be denoted as 
X(t) = {X1(t), X2(t), …, Xn(t)}, where t is the iteration 
number. The SKF starts with random initialization of 
solutions. In each iteration, the fitness of the agents’ 
are evaluated. Then, the agent with the best fitness 

value is identified as the best solution of the current 
population, Xbest(t). Next, the best Xbest(t) from the first 
iteration is selected as Xtrue.  

During the prediction phase, the current predicted 
state, Xi(t|t+1), is assumed to be the estimated value: 

 
𝑋#	(𝑡|𝑡 + 1) = 𝑋#	(𝑡)                               (1) 

 
The error covariant is also updated as follows: 
 

P(t|t) = P(t) + Q                                                        (2) 
 

where P(t) and P(t|t+1) denote the current error 
covariant estimate and current transition error 
covariant estimate, respectively. Note that the error 
covariant estimate is influenced by the process noise, 
Q.  

In SKF, measurements are simulated using an 
agent’s prediction and Xtrue. The dimensional wise 
calculation of measured value for each dimension of 
agent ith is calculated as follows: 

      
Zi(t) = Xi(t|t) + sin(2πri(t)) × |Xi(t|t)  ̶  Xtrue|    (3) 
 
where ri(t) is a random value within the range of [0,1]. 
The estimation phase follows the measurement phase 
and the estimated next value is updated using (4): 
 
Xi(t+1) = Xi(t|t+1) + K(t) × (Zi(t)  ̶ Xi(t|t+1))            (4) 
 
where K(t) is the Kalman gain, which is calculated as 
follows: 
 
K(t) = P(t|t+1)/(P(t|t+1)+R)                                        (5) 
 
where R is the measurement noise. Then, the current 
error covariant estimate is updated in estimation phase 
using (6): 
 
P(t+1) = (1 ̶ K(t)) × P(t|t+1)                                        (6) 
 
These steps continue until at the end of the iteration or 
at the end of the fitness evaluation. 
Note that this original SKF algorithm is also known as 
synchronous SKF. Another version of SKF is called 
asynchronous SKF (ASKF) [35]. Like the original 
SKF, ASKF starts with random initialization of the 
population according to the problem’s search space.  
However, the steps within the iteration are 
individually   executed  for  ASKF.  Therefore,  in  an 
iteration of ASKF, as soon as an agent is evaluated, its 
fitness is compared with Xtrue. If the agent has found a 
better solution, then the Xtrue is immediately updated 
according to the estimated value of the agent. Thus, in 
ASKF, Xbest(t) is not needed.  
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Figure 2. The synchronous SKF pseudocode. 

 

 
Figure 3. The asynchronous SKF pseudocode. 

 
After the Xtrue comparison, the agent’s state is 

immediately predicted. This is followed by the agent’s 
measurement and state estimation. The prediction, 
measurement and estimation are carried using the 
same set of equations like the original SKF. When an 
agent completed its Kalman filter’s procedures, next 
agent is selected to go through the same steps. 

The difference between the synchronous SKF and 
asynchronous SKF is shown the pseudocodes in 
Figure 2 and Figure 3, respectively. Recent study 
shows that for numerical optimization problems, the 
asynchronous SKF is better than the synchronous SKF 
[35]. 

The Adaptive Switching SKF with Randomness 
Random switching iteration strategy randomly 

alternates the iteration strategy SKF between the 
synchronous update and asynchronous update 
throughout the search. The proposed general flowchart 
of the fitness-evaluated adaptive switching SKF with 
randomness (ASSKFR) is shown in Figure 4. There 
are several important variables in this flowchart.  

At first, the population switches its iteration 
strategy after ∆ number of fitness evaluation. The 
value of ∆ is randomly chosen every time a switching 
occurs. The range of ∆ is drawn from uniform random 
distribution between zero to the maximum number of 
fitness evaluation (FES). No information of the 

population’s condition is used in selecting the value of 
∆. 

The population switches between the two iteration 
strategies based on the switching counter, 𝛿. Let 𝑓𝑖𝑡 be 
the best-so-far fitness. If fit is static, fit(t)/ fit(t-1) = 1, 
before next iteration begins, its switching counter, 𝛿, 
is incremented and if 𝛿 ≥ ∆ then the population 
switches its iteration strategy. If the iteration strategy 
switches, then 𝛿 is reset to zero. 

Thus, the proposed ASSKFR!
"#$ is a variant of 

adaptive switching SKF algorithm that adopts 
adaptive switching iteration strategy with randomness 
that uses fitness (fit) as its switching indicator and 
asynchronous update as the initial strategy, while 
ASSKFR%

"#$ starts with synchronous update. Maximum 
number of fitness evaluation, 𝐹𝐸𝑆, is used as the 
stopping condition. If the maximum number of fitness 
evaluation has been executed, the algorithm stops. 

Experiment, Result, and Discussion 
The performance of the proposed synchronous-

asynchronous SKF with random switching is 
compared with the asynchronous SKF using CEC2014 
Benchmark Test Suite [5] for single objective 
optimization. All the test problems are function 
minimization and the test suite comprise of 30 
functions consisting  mixture  of  three  unimodal  test 
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Figure 4. General flowchart of the fitness-evaluated adaptive switching SKF with randomness. 
 
 
 

suite (f1-f3), 13 simple multimodal test suites (f4-f16), 
six hybrid test suites (f17-f22), and eight composition 
test suites (f23-30) as shown in Table 1. The ideal 
fitness values are included as well. 

The comparison is conducted using population of 
100 agents, dimension size of 30, and maximum 
iteration of 3000. Each of the experiment is run 30 
times. Note that the P(0), Q, and R values of SKF are 
100, 0.5, and 0.5, respectively. Since the ideal fitness 
of each function is known, it is possible to calculate 
the error, which is the difference between the fitness 
value obtained and the ideal fitness. After 30 trials, the 
averaged error values are calculated.  

Figure 5 and Figure 6 show the average fitness 
values from the ASSKFR!

"#$ experiment. The values 
highlighted with boldface are the smallest average 

error value for the respective functions. The smallest 
values are distributed among ASSKFR!

"#$ tested. 
Wilcoxon signed rank test [37] was conducted and 

the statistical values are shown in Table 2. The statistic 
values show that ASSKFR!

"#$ with all value of ∆ is 
significantly better than SSKF. The value of ∆ that 
allows a greater number of switching gave better 
significance level. ASSKFR!

"#$ with ∆= {80%. 85%, 
90%, 95%} had 10% significance level while others’ 
significance level is 1%. Comparison of  ASSKFR!

"#$  
with ASKF found that ∆= {50%, 55%, 65%, 70%, 
80%, 85%, 90%} performed on par with ASKF. 
ASSKFR!

"#$ with other values of ∆ has better 
performance than ASKF with significance level of at 
least 10%. 
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Table 1. The CEC2014 test suite. 

Function Type of function Ideal fitness 
f1 Rotated High Conditioned Elliptic 100 
f2 Rotated Bent Cigar 200 
f3 Rotated Discus 300 
f4 Shifted and Rotated Rosenbrock’s 400 
f5 Shifted and Rotated Ackley’s 500 
f6 Shifted and Rotated Weierstrass 600 
f7 Shifted and Rotated Griewank’s 700 
f8 Shifted Rastrigin’s 800 
f9 Shifted and Rotated Rastrigin’s 900 
f10 Shifted Schwefel’s 1000 
f11 Shifted and Rotated Schwefel’s 1100 
f12 Shifted and Rotated Katsura 1200 
f13 Shifted and Rotated HappyCat 1300 
f14 Shifted and Rotated HGBat 1400 
f15 Shifted and Rotated Expanded Griewank’s plus Rosenbrock’s 1500 
f16 Shifted and Rotated Expanded Scaffer’s 1600 
f17 Hybrid function 1 (N=3) 1700 
f18 Hybrid function 2 (N=3) 1800 
f19 Hybrid function 3 (N=4) 1900 
f20 Hybrid function 4 (N=4) 2000 
f21 Hybrid function 5 (N=5) 2100 
f22 Hybrid function 6 (N=6) 2200 
f23 Composition function 1 (N=5) 2300 
f24 Composition function 2 (N=3) 2400 
f25 Composition function 3 (N=3) 2500 
f26 Composition function 4 (N=5) 2600 
f27 Composition function 5 (N=5) 2700 
f28 Composition function 6 (N=5) 2800 
f29 Composition function 7 (N=3) 2900 
f30 Composition function 8 (N=3) 3000 

 
 

 
Figure 5. Result of the ASSKFR!

"#$ experiment (∆= {5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%}). 
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Figure 6. Result of the ASSKFR!

"#$ experiment (∆= {55%, 60%, 65%, 70%, 75%, 80%, 85%, 90%, 95%}). 
 

Table 2. Statistical analysis of the ASSKFR𝒂
𝒇𝒊𝒕 experiment. 

S-SKF vs 𝐀𝐒𝐒𝐊𝐅𝐑𝒂
𝒇𝒊𝒕 A-SKF vs 𝐀𝐒𝐒𝐊𝐅𝐑𝒂

𝒇𝒊𝒕 
∆ R+ R− ∆ R+ R− 

5% 42 423 5% 57 408 
10% 33 432 10% 83 382 
15% 50 415 15% 66 399 
20% 44 421 20% 56 409 
25% 40 425 25% 86 379 
30% 28 437 30% 53 412 
35% 59 406 35% 68 397 
40% 61 404 40% 97 368 
45% 43 422 45% 111 324 
50% 83.5 381.5 50% 156 309 
55% 90 375 55% 197 268 
60% 72 393 60% 137 328 
65% 94 371 65% 192 273 
70% 75 390 70% 182 283 
75% 47 418 75% 146 289 
80% 139 326 80% 207 258 
85% 138 327 85% 174 291 
90% 140 325 90% 211 254 
95% 147 318 95% 152 313 

 
On the other hand, based on from the ASSKFR%

"#$ 
experiment, the average fitness error values are shown 
in Figure 7 and Figure 8. It is observed that a greater 
number of the best average fitness error was found by 
ASSKFR%

"#$ with ∆ = {5%}. The results of Wilcoxon 
signed rank test [37] are shown in Table 3. ASSKFR%

"#$  
outperformed SSKF with significance level ranging 
from 10% to 1%. The statistically better performance 
is observed for all value of ∆. The ASSKFR%

"#$  with ∆ 
= {5%, 10%, 15%, 25%} are significantly better than 
ASKF with significance level of 1% for ∆ = {5%, 

10%} and significance level of 10% for ∆ = {15%, 
25%}. 

Conclusions 
 The SKF algorithm can be implemented by two 
different iteration strategies, either synchronous or 
asynchronous. A variant of SKF algorithm termed as 
ASSKFR that applied switching between synchronous 
and asynchronous is studied in this paper. The 
promising result showed the strength of the ASSKFR. 
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Figure 7. Result of the ASSKFR%

"#$ experiment (∆= {5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%}). 
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