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Introduction 
The black hole (BH) algorithm was introduced in 

2013 [1]. It was originally intro-duced to solve 
clustering problems. The BH algorithm is called a 
population-based algorithm because many agents are 
used to find the solution to an optimization problem. 
The idea of the black hole is shown in Fig. 1. An event 
horizon is also shown. The event horizon is the 
boundary that covers the points of intense 
gravitational pull. If an object appears near the black 
hole (within the event horizon), the object is pulled 
towards the black hole due to the massive gravity of 
the black hole. In BH algorithm, if an agent is located 
within the event horizon, the agent will be pulled 
towards the black hole agent and disappears. Then, a 
new agent is re-initialized as shown in Fig. 2. 

Interestingly, it was found that the BH algorithm is 
in fact a simplified version of PSO with inertia weights 
[2]. Technically, it was also proved that the BH 
algorithm is inferior to the performance of PSO with 
inertia weights. Nevertheless, the performance of the 
BH algorithm could be further improved. In 2016, 
Yaghoobi S. and Mojallali H. has proposed modified 
Black Hole algorithm by introducing genetic 
algorithm operators in order to improve optimization 
results[3]. Soto R. in 2018, to improve original BH has 
introduce Adaptive BH algorithm that able to 
dynamically adapts its population according to solving 

performance [4]. This is the reason why the BH 
algorithm is studied in this paper. 

The Black Hole Algorithm 
The BH algorithm is shown in Fig. 3. Since BH 

algorithm is a population-based algorithm, N number 
of agents are needed. Let d denotes the number of 
dimensions for an optimization problem, a solution, X, 
in a search space is kept by an agent i at iteration t as 
follows:   

𝑋!	(𝑡) = &𝑋!#(𝑡), 𝑋!$(𝑡), … , 𝑋!%(𝑡))    (1) 

The BH algorithm begins with initialization where 
a randomly generated population of candidate 
solutions are placed in the search space. For each agent 
i, the initial solution can be represented as: 

𝑋!(0) = +𝑋!#(0), 𝑋!$(0), … , 𝑋!%(0),      (2) 

After the initialization, the fitness values of the 
population are evaluated. The best agent, which has 
the best fitness value, is chosen as the black hole while 
other agents are selected as normal agents. For the case 
of function minimization problems, during 
initialization, the black hole agent is determined as 
follows: 
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search, white hole operator, and local search also able to improve the performance of the BH algorithm 
significantly. 
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Figure 1. An illustration of a black hole event horizon of a black hole. 

 
 

Figure 2. The agent near the black hole disappears and a new agent is re-initialized. 

 
    
𝐵𝐻 = 𝑓𝑖𝑡!(𝑡)!∈{#,…,*}

,!- 				 |./0      (3) 
 
The black hole agent keeps the best-so-far solution, 

XBH. The best-so-far solution is different than the 
best solution. The best solution is defined as the best 
solution obtained at specific iteration, t. On the other 
hand, the best-so-far solution is the best solution found 
from the initial iteration, t = 0, until current iteration, 
t. Hence, for t ≠ 0, an agent i is selected as the black 
hole agent if the fitness value of that agent, fi, is better 
than the fitness value of the black hole agent, fBH. 
Specifically, for the case of function minimization, fi 
< fBH. 

Once the black hole agent and normal agents are 
identified, the radius of the event horizon, RBH, is 
formulated as follows: 

                             
𝑅12 =

3!"
∑ 3#$
#%&

        (5) 

 
where fBH is the fitness value of the black hole agent, 
N is the number of agents, and fi is the fitness value of 
the ith star. 

The next step is solution update, which is applied 
to all agents except the black hole agent. Other than 
black hole agent, the agents can be categorized into 
two groups. The first group of agents is the agents 
located within the event horizon. This agent will be 
swallowed by the black hole agent. Then, a new agent 
following the swallowed one is generated and 
distributed randomly in the search space. This 
generation is to keep the number of agent constant. 
The second group of agents are agents located far from 
the black hole agent. In other words, these agents are 
not within the event horizon. These agents move 
towards the black hole agent and the updated solution 
can be computed as follows: 
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Figure 3. Flowchart of the black hole algorithm. 

 

 
(a) 

 
(b) 
 

Figure 4. An illustration of the concept of white hole operator. 



mekatronika – Journal of Intelligent Manufacturing & Mechatronics 
VOL. 01, ISSUE 02, 8 – 14 
DOI: https://doi.org/10.15282/mekatronika.v1i2.2377 
 

*CORRESPONDING AUTHOR  |  Suad Khairi Mohammed  |  * suad.khairim@gmail.com  
 11 

𝑋!(𝑡 + 1) = 𝑋!(𝑡) + 𝑟𝑎𝑛𝑑	 × (𝑋12 − 𝑋!(𝑡))    (5) 
 
where Xi(t+1) and Xi(t) are the locations of the ith agent 
at iterations t+1 and t, respectively. The rand is a 
random number belonging to [0,1] and XBH is the 
location of the black hole agent. After all the agents 
have updated their position, the next iteration begins if 
the termination condition is not met. Otherwise, the 
best-so-far, XBH, solution is reported. 

Improving the Black Hole Algorithm 
Among others, improvements of the BH algorithm 

using gravitation search [5], local search [6], and white 
hole operator [7] have been reported in literature. 

White Hole Operator 
As oppose to black hole agent in the BH algorithm, 

the white hole can be assigned to the worst agent in the 
population. Hence, the white hole is updated as 
follows: 

 
𝑊𝐻 = 𝑓𝑖𝑡!(𝑡)!∈{#,…,*}

,56 				                    (6) 
 
Also, the white hole has its own event horizon and 

the radius of the event horizon, RWH, which can be 
calculated based on the following equation: 

 
𝑅72 =

3!.'"
∑ 3!.#$
#%&

                                 (7) 

 
where fitWH is the fitness value of the white hole, N is 
the number of agents, and fiti is the fitness value of the 
ith star. 

As shown in Fig. 4(a), an arbitrary agent i could be 
updated to a position in the search space within the 
event horizon of the white hole. In this case, the agent 
is pushed by the white hole, as shown in Fig. 4(b). Due 
to this, the position of the agent i is updated as follows: 

 
𝑋!(𝑡 + 1) = 𝑋!(𝑡) + 𝑟𝑎𝑛𝑑	 × (𝑋72 + 𝑋!(𝑡))    (8) 
 
where Xi(t+1) and Xi(t) are the locations of the 
arbitrary agent i at iterations t+1 and t, respectively.                                      
The rand is a random number belonging to [0,1] and 
XWH is the location of the white hole agent. 

The Gravitation Search 
Gravitation is a natural phenomenon in which all 

objects with mass are brought to-ward one another. 
This principle has been used in gravitation search 
algorithm [8]. Consider two objects which are 

separated by a distance R. The amount of gravity that 
something possesses is proportional to its mass and 
distance between it and an-other object. As distance 
from the object increases, the gravitational force 
reduces which means less gravitational attraction.  The 
most basic formulation of force is shown in (9), which 
represents the gravitational force between two objects, 
Mi and Mj. 

 

𝐹!8 = 𝐺 9(×9#

;)
        (9) 

 
where G is the gravitational constant, R is the distance 
separating two objects, and Mi and Mj represent the 
mass of object i and object j, respectively. 

Local Search 
The basic idea of the local search is to find 

neighbourhood solution around the best solution. 
Following the previous study [6], not all the agents are 
subjected to local search. The white hole agent that 
keep the worst solution at the iteration, t, is selected 
and the local search is applied to the white hole agent. 
Let 𝑋!% = 𝑋<=>?.% = 𝑋72

% , the local search is applied to 
every dimension, d, based on (10).  

 
𝑋!%(𝑡 + 1) = 𝑋12% (𝑡) + 𝑟𝑎𝑛𝑑% 	× 	𝑒@A./C  (10) 

 
Where 𝑋!%(𝑡 + 1) is the solution after the local search 
is applied, XBH is the location of the black hole agent, 
t is the iteration number, T is the maximum number of 
iterations, and randd ∈ [0,1] is a random number, 
which is generated at every dimension. 

The Gravitational Black Hole White Hole Local 
Search (GBHWHLS) Algorithm 

The GBHWHLS algorithm, as shown in Fig. 5, 
combines all the elements of black hole, gravitational 
search, white hole operator, and local search. The 
black hole agent is not subjected to any position 
update. Agent that is located within the event horizon 
of the black hole is re-initialized. The worst agent is 
subjected to the local search based on (10). Agent that 
is located within the event horizon of the white hole is 
sub-jected to position update based on (8). If an agent 
is not a black hole or white hole agent, at the same time 
it is not the worst agent, and it is not located within the 
event horizon of the black hole and white hole, that 
agent updates its position based gravitational search 
algorithm [1] as follows: 
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Figure 5. The flowchart of the GBHWHLS algorithm. 

 
𝑋!%(𝑡 + 1) = 𝑋!%(𝑡) + 𝑟𝑎𝑛𝑑! × 𝑉!%(𝑡) + 𝑎!%(𝑡)    (11) 

 
where the acceleration, 𝑎!%(𝑡), is calculation using the 
following equation: 
 

𝑎!%(𝑡) =
∑>5-%(D#(

*(.)

9#(.)
     (12) 

 

𝐹!8%(𝑡) = 𝐺0𝑒@$0./C
9#(.)×9((.)
;#((.)GH

× &𝑋8%(𝑡) − 𝑋!%(𝑡))

                   (13) 
  
where G0 is a constant and T is the total number of 
iterations. The agent in the population has its own 
mass which is calculated as follows: 
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Table 1. The experimental parameters. 

Parameter Value 
Number of iterations (T) 10,000 
Number of runs 51 
Number of agents 100 
Dimensions 50 
Search space [-100 100] 
Go 100 

Table 2. The mean value of BH vs GBHWHLS 
(Function 1-3). 

Function BH GBHWHLS Optimal Fitness 
1 5611014 1595898 100 

2 4997329 7518 200 

3 14041 23478 300 

Table 3. The mean value of BH vs GBHWHLS 
(Function 4-16). 

Function BH GBHWHLS Optimal Fitness 
4 609 523 400 
5 520 519 500 
6 658 637 600 
7 701 700 700 
8 953 1038 800 
9 1249 1201 900 
10 3816 5797 1000 
11 8308 7791 1100 
12 1200 1200 1200 
13 1300.5 1300.4 1300 
14 1400.26 1400.29 1400 
15 1810 1508 1500 
16 1621 1622 1600 

Table 4. The mean value of BH vs GBHWHLS 
(Function 17-22). 

Function BH GBHWHLS Optimal Fitness 
17 639170 148858 1700 
18 2476 4081 1800 
19 1960 1940 1900 
20 9023 10954 2000 
21 429192 116151 2100 
22 3786 3356 2200 

 

                                                  (14) 
 

     (15) 
 
where best(t) and worst(t) represent the best and worst 
fitness at iteration t, respectively. 

Table 5. The mean value of BH vs GBHWHLS 
(Function 22-30). 

Function BH GBHWHLS Optimal Fitness 
23 2652 2598 2300 
24 2665 2610 2400 
25 2749 2700 2500 
26 2796 2794 2600 
27 4729 4356 2700 
28 11732 11430 2800 
29 10839 469094 2900 
30 69850 59603 3000 

 

Experiment, Result, and Statistical Analysis 
In this research, the algorithms are tested using the 

CEC2014 benchmark suites, which consists of 3 
unimodal functions, 13 simple multimodal functions, 
6 hybrid functions, and 8 composite functions [9]. The 
experimental parameters are tabulated in Table 1.  

The mean accuracy of BH and GBHWHLS 
algorithms are tabulated in Table 2, Table 3, Table 4, 
and Table 5. Minimum average fitness is written in 
bold and the optimal fitness is also shown.  

For statistical analysis, Wilcoxon signed rank test 
[10] was used. The Wilcoxon test usually is used when 
the population cannot be assumed to be normally 
distributed or it can be used to compare two related 
samples, matched samples, or repeated meas-urements 
on a single sample to assess whether their population 
mean ranks differ. Particularly, the null hypothesis for 
the test assumes that there is no significant differ-ence 
between the mean error values of test algorithms while 
the alternative hypothe-sis tries to determine if there is 
a significant difference between test algorithms using 
10% (α = 0.1) significance level. Since the number of 
samples is 30, the critical value for the test is equal to 
152. The sum of ranks where the BH algorithm 
outperforms the competing algorithm is denoted as R- 
while the sum of ranks where the BH algo-rithm is 
outperformed by the competing algorithm is denoted 
as R+. Hence, the com-peting algorithm is better than 
the BH algorithm if R+ > R- and the competing algo-
rithm is significantly better than the BH algorithm if 
R- value is less than the critical value. Based on the 
mean accuracy of BH and GBHWHLS, The R+ and 
R- are 330 and 135, respectively. Hence, Wilcoxon 
test result shows that the GBHWHLS algorithm is 
significantly better than the BH algorithm.  

Conclusions 
The BH algorithm is inspired by the black hole 

phenomena. Since the introduction of the BH 
algorithm, a lot of studies have been conducted to 
improve the BH algorithm fundamentally. In this 
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paper, fundamental improvement to the BH algorithm 
is performed based on the combination of gravitation 
search, white hole operator, and local search. 
Experimental result has shown that the GBHWHLS 
algorithm able to outperform the BH algorithm in 22 
test functions out of 30 test functions of CEC2014 
benchmark suite. Statistical analysis also shows that 
the GBHWHLS algorithm is significantly better than 
the BH algorithm. The next step of this research is to 
benchmark the GBHWHLS algorithm with other 
algorithms such as particle swarm optimization. 
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