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ABSTRACT - Deep learning significantly transforms pill imaging recognition in the 
healthcare and pharmaceutical industries by automating the identification and classification 
processes based on visual indicators. It is important to develop a robust deep learning 
framework to ensure the accurate dispensing of medications. The features such as size, 
color, shape, markings and text imprint are scrutinized by these methods. However, real-
world matching is difficult due to factors like the similarity of pill forms and the scarcity of 
databases. The goal of this work is to improve deep learning models for better classification 
of pill images. A dataset of 994 images are utilized from a public pharmaceutical database 
which sorted by 20 common type of pills. These images were split into training, validation, 
and testing sets in a 70:15:15 ratio. There are three different models which are YOLOv3, 
YOLOv5, and YOLOv8 were employed to the system. These models use performance 
metrics like recall, mean Average Precision (mAP), and precision as results. According to 
our results, YOLOv8 did remarkably well, obtaining a precision and F1-score of 99.17% and 
96.95%, respectively, while YOLOv5 great with mAP and recall of 94.83% and 95%, 
respectively, outperforming the YOLOv3 model. The success of YOLOv8 underscores its 
significance in reducing medical errors with its accurate, real-time capabilities for identifying 
pills. The use of artificial intelligence in pill recognition not only lowers the chance of 
incorrect medication use but also streamlines the duties of healthcare professionals. This 
shift allows them to prioritize crucial responsibilities and simplifies the process of pill 
identification. 
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1.0 INTRODUCTION 
Modern medicine relies heavily on tablet and capsule formulations as a cornerstone of drug administration. These 

small, precisely crafted dosage forms offer a reliable means of delivering therapeutic agents to patients. The design of 
pills varies widely, with each type tailored to specific medical needs, absorption rates, and ingredient compositions [1]. 
The period from the middle 1800s to the early 1900s saw a significant rise in pill usage, driven by technological 
advancements, regulatory changes, and the growth of pharmaceutical companies [2]. In this period, a large-scale 
manufacturing and broad adoption of pills are led by the significant technological progress, shifts in regulations, and the 
rise of pharmaceutical companies [3]. A significant progress has been made with the intersection of technology and 
healthcare, especially in the area of pill imaging recognition [4]. An increasingly important field as chronic diseases and 
complex medication regimens become more prevalent [5]. Traditionally, pill identification relied on manual inspection 
by healthcare professionals, which was time-consuming and error-prone [6]. Deep learning techniques have 
revolutionized pill recognition, enabling automated and efficient systems [7]. These advanced systems offer numerous 
advantages over conventional methods, including rapid analysis and identification, reduced verification time, and 
improved accuracy [8]. This enhanced precision contributes to increased patient safety. Moreover, these systems are 
adaptable, continuously improving their performance through learning from new data [9].  

Accurate pill identification is crucial, especially for patients taking multiple medications with varying appearances 
[9]. This complexity increases the risk of mix-ups and dosage errors. Automated recognition systems help reduce these 
risks by providing consistent and reliable identification, ensuring patients take their prescribed medications correctly[10]. 
Furthermore, these systems play a vital role in maintaining product quality, identifying counterfeit drugs, and meeting 
regulatory requirements in the pharmaceutical industry [11]. Besides, they used in manufacturing to verify correct 
production and packaging, upholding quality control standards. In distribution, they help detect and prevent fake 
medication circulation, safeguarding patient health and supply chain integrity. These systems also assist in meeting the 
stringent verification processes required by regulatory bodies to ensure medication safety and effectiveness [12]. To 
address the challenges in pill image recognition, deep learning has emerged as a powerful approach. This method uses 
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artificial neural networks to identify complex patterns and features directly from data, offering a promising solution to 
this intricate task [13].  

CNN, RNN, and other deep learning architectures have shown exceptional abilities in image recognition and 
sequential data analysis, making them ideal for the complexities of pill image recognition [14]. Deep learning models, 
especially CNNs, can process large amounts of visual data and learn to identify pills with high accuracy [15]. These 
models are trained on extensive datasets, allowing them to recognize a wide variety of medications, including those with 
subtle appearance differences. These deep learning techniques use large-scale datasets to learn complex patterns and 
features in pill images, enabling automated identification with high accuracy and efficiency [16]. The combination of 
deep learning with advanced imaging technologies, such as high-resolution cameras and mobile devices, has further 
improved the development and use of pill recognition systems in various healthcare settings [17]. This integration has led 
to more precise and efficient medication identification, which is essential for patient safety and improved healthcare 
delivery. As a result, healthcare professionals can use these advanced tools for quick and accurate medication verification, 
ultimately improving patient care and streamlining pharmaceutical management processes. 

The advancement of pill image recognition, propelled by deep learning techniques, showcases how the merger of 
technology and healthcare can bring about significant improvements in patient care and safety. As these technologies 
continue to develop, they are expected to further refine the accuracy and efficiency of medication management. This 
progress will likely lead to better protection of patient health, improved treatment results, and stronger integrity in 
pharmaceutical production and distribution processes [18]. 

1.1 RELATED WORK 

This research presents a detailed overview of developing an Attention-YOLO (AY) deep learning model specifically 
for recognizing round pill shapes. [19]. The study's introduction highlights the difficulty in distinguishing between similar 
round pills and emphasizes the need for automated recognition systems. In the methodology section, the researchers 
briefly explain how the AY model combines YOLOv3 (a popular object detection algorithm), an attention mechanism, 
and a hyper column architecture. For those interested in the technical specifics, the full paper provides more in-depth 
information about the model's structure. The study's findings are promising, with the AY model demonstrating excellent 
performance. It achieved a high accuracy rate of 92.28% when tested on the designated test dataset. This result suggests 
that the AY model could be a valuable tool for improving pill identification accuracy, particularly for round-shaped 
medications.  

On the other research paper begins by presenting statistics on China's aging population and the increasing demand for 
medication, emphasizing the practical need for advanced pill identification technology [20]. The methodology section 
provides a clear outline of how the study was conducted, including dataset creation, image annotation process, model 
training procedures, and evaluation metrics used. To ensure real-world applicability, the researchers compiled a new 
dataset consisting of over 5,000 images, capturing a wide range of pills commonly encountered in practice. The study's 
results indicate that the YOLOv3 model achieves an optimal balance between accuracy and speed for real-time pill 
identification, with 80.69% Mean Average Precision (MAP) and 51 Frames Per Second (FPS). To put YOLOv3's 
performance in context, the researchers also compared it with two other object detection models which are RetinaNet and 
SSD, helping to understand YOLOv3's relative strengths and weaknesses in the context of pill identification. 

This research introduces PGPNet, a novel framework designed for multi-pill detection in real-world images, 
addressing the complex challenge of simultaneously detecting and identifying multiple pills in a single image [21]. Unlike 
previous studies that focused on single pill classification, PGPNet's key innovation is its use of external knowledge, such 
as co-occurrence relationships and relative pill sizes, to differentiate between visually similar pills. The framework 
constructs three heterogeneous graphs - co-occurrence, relative size, and visual semantic - which are integrated with visual 
features to enhance detection accuracy. To support this research, the study introduces VAIPE, a new real-world multi-pill 
image dataset containing about 10,000 images of 96 different pill types. Experimental results demonstrate PGPNet's 
effectiveness, showing a 9.4% improvement in COCO mAP over Faster R-CNN and a 12% improvement over the 
YOLOv5 baseline, highlighting its potential for advancing pill identification technology.  

Besides, the other paper developed a system leverages the imprinted characters on pills, which are crucial for 
identification, in conjunction with the pill's shape, color, and form. The model architecture integrates convolutional 
networks with a character-level language model. Specifically, the YOLOv5 object detection model identifies the location 
and types of imprinted characters on a pill image, while the ResNet-32 model captures other pill features[9]. Additionally, 
a recurrent neural network-based language model corrects the characters detected by YOLO using contextual information 
from the pill's appearance. The experimental results demonstrate that the predicted top-1 candidates achieve accuracy 
levels of 85.6% for the South Korean database and 74.5% for the United States database when identifying types of pills 
that were not included in the training set across these two different databases. 

2.0 METHODOGY 
The methodology of this machine learning project is designed to systematically address the challenge of pill 

classification using image data. The process divided into five phase which are data acquisition, model formulation, 
optimized method, model efficacy validation and documentation. In phase one, these process starts with the collection of 
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a diverse dataset from unconstrained sources, specifically Kaggle.com, known for its extensive and varied collection of 
images. Hyperparameters are experimentally established to each module. The dataset is divided into 20 types of pills as 
shown in Figure 1. The system and baseline were utilized using PyTorch and trained on a single machine equipped with 
OS, Win 11; CPU, 12th Gen Intel(R) Core (TM) i7-12650H@2.30 GHz, 32 GB of RAM. The experimental platform was 
built based on the Python programming language and the PyTorch framework. All three models were trained on this 
configuration. The specific parameters are shown in Table 1. 

 

 
Figure 1. Images of type of pills 

 

Table 1. Parameter configuration for all models 

Parameter Value 
Batch size 8 
Learning rate 0.001 
Momentum 0.937 
Decay 0.0005 
Epochs 50 

 

The initial step involves data pre-processing, where the raw images are oriented and resized to prepare them for 
annotation. Following this, the data is annotated using LabelImg software, a tool that allows for precise labeling of each 
pill in the images with its corresponding class as shown in Figure 2. The annotated dataset, consisting of 994 images, is 
then divided into 718 (70%) for training, 138 (15%) for validation, and 138 (15%) for testing. The training set was used 
to train the model and the validation set was used to check the state of the model during the training process to assess 
whether the model was over-fitting. To evaluate the system's performance, a test dataset were constructed composed of 
pills that were entirely different from those used in the training dataset. This approach was based on the assumption that 
new pills would be continually added to the database. 
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Figure 2. Image Annotation using LabelImg tool. 

The next phase involves model learning, where three object detection models, YOLOv3, YOLOv5 and YOLOv8, are 
selected for training. These models are adopted based on Ultralytics framework. The models are employed for training 
using Python, with the entire process executed and documented in Jupyter Notebooks, during which the parameters are 
adjusted to minimize error. Throughout the training process, the models are validated on the validation dataset to monitor 
performance and prevent overfitting, leading to fine-tuning of hyperparameters such as learning rate and batch size.  

After training and validation, the best model is selected based on its validation performance in phase three. The trained 
weights of this model, which represent the learned parameters, are saved and used for making predictions on the test 
dataset. The model is tasked with classifying the pills into 20 different categories, demonstrating its ability to differentiate 
between various types of medication. Phase four is the evaluation of model performance through data visualization 
techniques, including the creation of a confusion matrix and the calculation of precision, recall, and F1-score. These 
metrics provide a comprehensive understanding of the model's accuracy and efficiency in classification tasks. The entire 
process, from data collection to model evaluation, is thoroughly documented to ensure reproducibility and to provide 
insights into the methodologies and results. 

In conclusion, the project demonstrates the effectiveness of using advanced object detection models for pill 
classification. The detailed documentation and visualization of results help in making a conclusion and suggesting 
potential improvements for future work. The project then end, having achieved its goal of developing a robust model for 
pill classification. Figure 3 shows the flowchart of the process. 

 
Figure 3. A flowchart of system. 

PHASE 1 

PHASE 2 

PHASE 3 

PHASE 4 

PHASE 5 



Ramlee et al. │ Mekatronika │ Vol. 6, Issue 2 (2024) 
 
 

 
journal.ump.edu.my/mekatronika  92 

 

3.0 RESULT AND DISCUSSION 
The trained models, YOLOv3, YOLOv5 and YOLOv8, were evaluated based on their ability to classify pill images 

accurately. The evaluation metrics used included precision, mean Average Precision, recall, and F1-score, which provided 
a comprehensive understanding of the models' performance. YOLO, known for its real-time detection capabilities, and 
demonstrated robust performance, though with distinct strengths. Throughout the training and validation phases, certain 
challenges were encountered, particularly in distinguishing between pill types with similar visual features. These 
observations offer valuable insights into areas where the models excelled and where further improvements are needed. 

3.1 COMPARISON OF ALGORITHM DETECTION RESULTS 

After training, the different algorithms were utilized for pill identification on the test set, and the results are presented 
in Figure 4 and Figure 5. Notably, these three models can predict multiple bounding boxes and their categories 
simultaneously. Among them, YOLOv8 has a faster detection speed compared to the other network model structures. 
According to Table 2, YOLOv8 processes 8.25 images per second, whereas YOLOv3 and YOLOv5 process 0.33 images 
per second and 3.05 images per second, respectively. This demonstrates that YOLOv8's detection speed is significantly 
higher than that of YOLOv3 and YOLOv5. Based on the analysis of these experimental results, all three models are 
suitable for pill recognition, especially in scenarios where real-time performance is a priority and a slightly lower mAP 
is acceptable. 

Table 2. Total time taken to process 1 image for each deep learning models 

Model Frame per second (FPS) 
YOLOv3 0.33 
YOLOv5 3.05 
YOLOv8 8.25 

 

 
Figure 4. Histogram of evaluation of deep learning models 

The performance comparison of the YOLO models (YOLOv3, YOLOv5, and YOLOv8) based on the metrics of 
Precision, Recall, mAP50, and F1-score reveals significant insights into their respective strengths and areas of 
improvement as shown in Figure 4. Precision measures the accuracy of the positive predictions made by the model. 
YOLOv8 shows the highest precision (99.17%), indicating that it has the lowest false-positive rate among the three 
models. YOLOv3 also performs well with a precision of 99.02%, while YOLOv5 is slightly behind at 98.64%. This 
suggests that YOLOv8 and YOLOv3 are more reliable in predicting true positives accurately. However, recall indicates 
the model's ability to identify all relevant instances. YOLOv5 best in this metric with a recall of 95%, followed by 
YOLOv8 at 94.83%. YOLOv3 lags behind with a recall of 90.55%. The higher recall values for YOLOv5 and YOLOv8 
suggest that they are better at capturing all relevant instances, though YOLOv3 might miss some true positives. 
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Mean Average Precision at 50% (mAP50) is a comprehensive metric for assessing the accuracy of object detection 
models. YOLOv5 leads with the highest mAP50 of 98.68% among the models, followed by YOLOv3 at 98.41%, and 
YOLOv8 at 98%. These elevated mAP50 values across all three models highlight their robust performance in object 
detection, with YOLOv5 having a slight advantage. The F1-score, representing the harmonic mean of precision and recall, 
balances these two metrics. YOLOv8 achieves the highest F1-score at 96.95%, with YOLOv5 close behind at 96.78%. 
YOLOv3, with an F1-score of 94.6%, reflects its lower recall. The high F1-scores of YOLOv8 and YOLOv5 indicate a 
better balance between precision and recall compared to YOLOv3. 

From Figure 5, the comparison of YOLOv3, YOLOv5, and YOLOv8 based on precision, recall, and mAP50 highlights 
clear differences in their performance. The precision plots for YOLOv5 and YOLOv8 show significant upward trends, 
stabilizing at high values with fewer fluctuations than YOLOv3. YOLOv8, in particular, exhibits the most stability and 
the highest precision values, indicating its superior accuracy in identifying true positives while minimizing false positives. 
Regarding recall, YOLOv8 again demonstrates the best performance, with its recall plot showing a steady and significant 
increase, stabilizing at a high value with minimal fluctuations. YOLOv5 also performs well, showing fewer fluctuations 
and a more consistent upward trend than YOLOv3, indicating a better ability to identify a larger proportion of actual 
positive cases. The mAP50 metric further underscores the superiority of YOLOv8. Its mAP50 plot shows a significant 
and consistent increase, stabilizing at a high value with minimal fluctuations, indicating improved overall performance in 
detecting objects with significant overlap with the ground truth boxes. YOLOv5 also shows better performance and 
stability compared to YOLOv3, with higher final mAP50 values and fewer fluctuations. 

Overall, YOLOv8 outperforms in precision and F1-score, making it the top choice for accurately identifying true 
positives and maintaining a good balance between precision and recall. YOLOv5 stands out in recall and mAP50, 
showcasing its strength in detecting all relevant objects and overall accuracy in detection tasks. While still competitive, 
YOLOv3 generally ranks slightly below YOLOv5 and YOLOv8 on most metrics. The optimal model selection depends 
on specific application needs. If minimizing false positives is crucial, YOLOv8 is the best choice. If capturing all relevant 
instances is more important, YOLOv5 would be preferable. YOLOv3, despite its lower recall, still offers robust 
performance and could be considered for scenarios where computational resources or model size are constrained. 
Therefore, YOLO v8 has the potential to be applied to assist pharmacists to identify pills in a hospital or clinic dispensary 
environment as it achieved higher precision and faster in time taken on detecting object than the other two models. 

 
Figure 5. Model performance measures graph 
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4.0 CONCLUSION 

 Pill images were collected and utilized LabelImg to create a standard YOLO format image database. The three 
prominent object detection methods, YOLOv3, YOLOv5, and YOLOv8, were trained using this pill dataset. The loss 
function of YOLOv8 converges faster, indicating shorter training times compared to the other two models. This makes 
YOLOv8 more adept at handling the frequent retraining required due to frequent changes in pharmacy pill inventories. 
When comparing evaluation metrics, each model shows distinct strengths and weaknesses. YOLOv5 boasts a high mAP 
of 98.68%, but its detection speed (FPS: 3.05) lags behind YOLOv8. In high-traffic hospital pharmacies, pill identification 
needs both a high mAP and rapid detection speed. YOLOv8 strikes an optimal balance, offering quick and accurate drug 
identification, which helps reduce dispensing errors and enhance patient safety. Regarding model size, YOLOv8 is well-
suited for low-performance platforms due to its fast detection speeds, making it highly applicable and valuable in practical 
settings. However, the study has limitations, such as a constrained experimental dataset comprised solely of split pill 
images sourced from a pharmaceutical online database. A larger dataset would yield more robust and real-time detection 
results. Additionally, training on a CPU takes significantly longer than on a GPU. In future work, a larger dataset was 
built and continuously test new algorithms to further optimize the model, improving both mAP and detection speed. The 
plan is to switch to GPU-based training to leverage its superior parallel processing and large-scale computation 
capabilities. 
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