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ABSTRACT - In 2020, cancer accounted for nearly 20 million new cases globally, making it 
the second leading cause of mortality with over 10 million deaths. In Malaysia alone, there 
were 48,639 new cases and 29,530 deaths due to cancer in the same year. Among cancers 
in Malaysia, lung cancer ranks third in frequency but has the highest mortality rate at 15.3 
percent, with a mere 11 percent 5-year survival rate. Early detection of lung cancer, often 
through computed tomography (CT) scanning, is crucial. Pulmonary nodules, small growths 
on the lung, are indicative of early-stage lung cancer and are typically identified through CT 
imaging. Distinguishing between benign and malignant nodules is crucial for treatment 
planning and prognosis. However, manual detection of nodules is labor-intensive and prone 
to error. Recent advancements in machine learning, particularly transfer learning and fine-
tuning techniques, offer promise in automating this process. This study explores the use of 
transfer learning with ResNet101 and DeepLabV3 for pulmonary nodule segmentation in CT 
images. Various hyperparameters and neural network architectures were evaluated, with the 
DeepLabV3-ResNet101-Adagrad Optimizer-Dice Loss pipeline showing the best 
performance, achieving a Dice Coefficient of 0.7983. These findings hold potential to 
revolutionize lung cancer screening methods, offering more efficient and accurate detection 
of pulmonary nodules, ultimately improving patient outcomes. 
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1.0 INTRODUCTION 
The term "cancer," also known as "malignant tumor" or "malignant neoplasm," refers to a group of disorders 

characterized by uncontrolled or abnormal cell proliferation. In 2020, the International Agency for Research on Cancer 
recorded nearly 20 million new cases of cancer around the world [1]. Cancer will be the second biggest cause of mortality 
worldwide in 2020, with over 10 million deaths. In Malaysia, the recorded number of new cases and deaths due to cancer 
in 2020 are 48639 and 29530, respectively [2]. Lung cancer is the third most frequent cancer in Malaysia, and it also has 
the highest mortality rate, at 15.3 percent. Lung cancer has become a major public health issue in Malaysia, with only a 
11% 5-year survival rate [3]. 

Computed tomography (CT) scanning is the most common tool for early-stage lung cancer screening. One of the 
clinical signs of early lung cancer on CT imaging is pulmonary nodules, which are characterized as a small, opaque, 
roundish growth on the lung with a size of 7-30mm. There are two types of pulmonary nodules: benign and malignant 
(cancerous). A doctor or physician can identify the malignancy of lung nodules by the shape and surface of the nodule. 
Benign nodules have smoother surfaces and a more regular shape, whereas malignant nodules tend to have irregular 
shapes and rougher surfaces. The characteristic difference between malignant and benign nodules had make the 
pulmonary nodules segmentation significant as the radiologist can classify the malignancy of the nodules with the size of 
the nodules. Furthermore, radiologist can adjust the dosage of medication for malignant nodules patient, according to the 
size of the pulmonary nodules.  

In 1966, Lodwick was the first to introduce the notion of computer-aided design (CAD)[4]. Until the 1980s, when 
relevant theories and technologies were rapidly increasing, CAD technology development came to a halt due to a scarcity 
of appropriate theories and technologies. The first study on CT-based lung cancer CAD systems was done in 1991. The 
application of deep learning techniques in pulmonary nodules segmentation has lately become a trend because of the rapid 
growth of deep learning and its high performance in image recognition. 

The general goal of this study is to use computed tomography (CT) images to segment lung nodules. This study will 
develop different segmentation-based Deep Learning architectures using DeepLabV3 for lung cancer detection from CT 
images and evaluate the performance of different segmentation-based Deep Learning models in effectively detecting the 
pulmonary nodules. Several hyperparameter will be tuned to get the best pipeline with best performance in pulmonary 
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nodule segmentation. The hyperparameter that will be tuned are Epoch, optimizer, and loss function. By using different 
hyperparameter, the segmentation performance may be varied in CT images segmentation.  

1.1 Related Work 

Jain et al. in 2021 developed a Salp Shuffled Shepherd Optimization Algorithm-based Generative Adversarial 
Network (SSSOA-based GAN) in lung nodule segmentation [5]. In the study, the authors used an online database LIDC-
IDRI as dataset which consist of 1018 cases CT scans. The CT images is first pre-processed using Gaussian filtering to 
eliminate the artefacts in the CT images. The pre-processed images are then fed into the Deep Joint segmentation for lung 
lobe segmentation. The images are then fed into the developed SSSOA-based GAN for lung nodules segmentation. The 
model is trained by the training set and the performance of the model is evaluated by test set. The generated SSSOA-
based GAN model has a maximum Accuracy of 0.9387, a maximum Dice Coefficient of 0.7986, and a maximum Jaccard 
Similarity of 0.8026, according to the results. 

Dutande et al. in 2021 suggested a new method for segmenting, classifying, and detecting lung lesions in CT scan 
pictures [6]. To do so, the authors proposed SquExUNet segmentation model, 3D-NodNet classification model and 2D-
3D cascaded CNN detection model. The proposed SquExUNet model introduced the residual networks and batch 
normalization into the UNet to captures more information and resolve the problem of vanishing gradient. The dataset in 
the study is taken from LIDC-IDRI, LNDb Challenge Dataset and Indian Lung CT Image Database (ILCID) which consist 
of a total number of 1771 CT nodules images. The dataset is then divided in training, validation, and test set. The authors 
discovered that the suggested model achieved a Dice-Coefficient metrics of 0.80 for nodules segmentation and 90.01 
percent Sensitivity for nodules identification by testing the models' performance using a test set. 

Chen et al. in 2021 proposed a model called DC-U-Net in lung segmentation of CT images. the model used the U-Net 
architecture but replace the convolutional layer of the U-Net with dilated convolutional layer [7]. The data comes from 
the LUNA16 collection, which contains 12,500 CT imaging data sets. The data is separated into two sets, with 60% of 
the data going to the training set and 40% going to the test set. The train set and test set are then used to train and test the 
model. The suggested model outperformed the original U-Net with an IOU of 0.9627 and a Dice coefficient of 0.9743, 
which is much better than the original U-Net. 

2.0 METHODS AND MATERIAL 
2.1 Data Acquisition and Preprocessing 

The Computed Tomography (CT) images for lung cancer patients were retrieved from the public machine learning 
biomedical image analysis challenge namely “Medical Segmentation Decathlon”, created by Antonelli et al. in 2021 [8]. 
Preoperative thin-section CT images from 96 individuals with non-small cell lung cancer make up the dataset. The lung 
tumors were the matching target Region of Interest (ROI). The lung tumor label mask is included in the dataset. The 
difficulty of segmenting tiny areas (tumors) in an image with a broad field-of-view led to the selection of this data set.  

The 96 patients with non-small cell lung cancer were divided into three groups: 57 training, 7 validations, and 32 test. 
Each patient’s CT scans may consist of 140 to 150 slices of CT images. All the CT images and labels are stored in NFTI 
format.  

Data normalization is used to convert the values of numeric columns in the dataset to a similar scale without distorting 
discrepancies in the ranges of values. The first 30 slices CT images of each patient are removed from the dataset as those 
CT images only show the lower abdomen without lung parenchyma. The CT images and label masks are then resized to 
256 x 256 pixel to reduce the computational cost [9]. 

Data augmentation is then applied to the dataset. The augmentation includes translate images by -15 to +15% on x- 
and y-axis independently, zoom in or out with scale from 0.85 to 1.15, rotate the images up to 45 degrees and elastic 
transformation. The oversampling technique is then applied to the training set as the lung tumours are often very small 
and only appear in few slices among whole CT scans slices. The oversampling can ensure every CT image batch feed 
into the machine learning model contain at least one CT images with lung tumor. 
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Figure 1. Sample pre-processed images 

2.2 Deep Learning Model-DeepLab V3 

DeepLabV3 is a semantic segmentation that has numerous improvements over DeepLabV2 [10]. Modules that use 
atrous convolution in a cascade or parallel fashion to capture multi-scale context by employing multiple atrous rates are 
designed to address the problem of segmenting objects at many scales. The Atrous Spatial Pyra-mid Pooling (ASPP) 
module in DeepLabv2 has also been improved with image-level features that encapsulate global context and boost 
efficiency. 

The DeepLabV3 ResNet101 are model built in the PyTorch library. The models are pre-trained on a subset of COCO 
train2017, on the 20 categories that are present in the Pascal VOC dataset. The DeepLabV3 ResNet101 had achieved 
mean IOU of 67.4. 

 
Figure 2. Architecture of DeepLab V3 

2.3  Performance Metric 

The performance of the models given above is evaluated using performance metrics. The Dice Coefficient and the 
Intersection of Union (IoU) are two of the performance indicators employed in this study. 

The Dice Coefficient is a statistic that is used to compare two samples. Thorvald Srensen (1948) and Lee Raymond 
Dice (1945) [11], both botanists, developed it separately. A higher Dice Coefficient represents a more robust model. The 
formula of Dice Coefficient is shown as below: 

L(y� , y) = 𝟏𝟏 −
𝟐𝟐|y� ∩ y|
|y� | + |y| (1) 

The Jaccard index, commonly known as the Intersection over Union (IoU) measure, is a method for quantifying the 
percent overlap between the target mask and forecast output[12]. This metric is like the Dice coefficient, which is 
frequently used as a training loss function. The IoU metric divides the total number of pixels present across both masks 
by the number of pixels shared across the target and prediction masks. 

IoU =
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∩ prediction
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∪ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (2) 

2.4 Optimizer 

Optimizers are algorithms or strategies for minimizing an error function (loss function) or increasing production 
efficiency. Optimizers are mathematical functions that are based on learnable parameters in a model, such as Weights and 
Bias. Three distinct optimizers are utilized in this study to discover the optimal pipeline for segmenting pulmonary 
nodules. Adam Optimizer, SGD Optimizer, and Adagrad Optimizer are the optimizers used. 
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Adaptive Moment Estimation is a technique for optimising gradient descent algorithms [12] When working with huge 
problems with a lot of data or parameters, the method is quite efficient. It is efficient and takes minimal memory. It 
appears to be a hybrid of the 'gradient descent with momentum' and the 'RMSP' algorithms. Adam Optimizer takes the 
best features of the previous two methods and improves on them to produce a more optimized gradient descent. 

The iterative method of stochastic gradient descent (commonly abbreviated SGD) for maximizing an objective 
function with sufficient smoothness criteria (e.g. differentiable or subdifferentiable) [13]. Because it replaces the actual 
gradient (derived from the complete data set) with an estimate, it can be considered a stochastic approximation of gradient 
descent optimization (calculated from a randomly selected subset of the data). This minimizes the extremely high 
computational cost, especially in high-dimensional optimization problems, allowing for faster iterations in exchange for 
a reduced convergence rate. 

Because there is no idea of momentum in the Adagrad optimizer, it is much simpler than SGD with momentum [14]. 
Adagrad's concept is to apply various learning rates for each parameter based on iteration. The necessity for variable 
learning rates arises from the fact that sparse features parameters require a greater learning rate than dense features 
parameters due to the lower frequency of occurrence of sparse features. 

2.5 Loss Function 

The loss function is a function that calculates the difference between the algorithm's current output and the expected 
output. It's a tool for assessing how well your algorithm models data. If the forecasts are incorrect, the loss function will 
return a greater value. If they're decent, it'll give you a lower number. Your loss function will inform you if you're making 
progress as you tweak parts of your algorithm to try to enhance your model. Three different loss functions are employed 
in this study to find the optimum pipeline. Dice Loss, Binary Cross Entropy Loss, and Focal Loss are the three. 

The term dice loss comes from the Srensen–Dice coefficient, a statistic created in the 1940s to determine how 
comparable two samples are. In 2016, it was introduced to the computer vision community for the purpose of 3D medical 
image segmentation. Dice Loss is just 1 - Dice Coefficient, as previously stated. As a result, Dice loss analyses both local 
and global loss information, which is crucial for high accuracy. 

When a classification problem only has two categories, the loss function Binary Cross Entropy is utilized. Its name 
implies that it represents two quantities, which is why it is built in such a way that it meets the problem of classification 
of two quantities. Because we have a binary segmentation problem, Binary Cross Entropy is also appropriate in this study. 
Because this function is utilized with discrete data, the Probability Mass Function (PMF) (return probability) is employed 
in this situation instead of the Probability Density Function (PDF) (return density) in the case of continuous values when 
Mean Squared Error was used. 

During object detection training, a Focal Loss function tackles class imbalance. To focus learning on hard 
misclassified examples, focal loss adds a modifying term to the cross-entropy loss. It's a dynamically scaled cross entropy 
loss, in which the scaling factor decreases as confidence in the proper class grows. This scaling factor, intuitively, can 
automatically down-weight the contribution of easy samples during training and quickly focus the model on difficult 
situations. 

3.0 RESULTS AND DISCUSSION 
From the result DeepLabV3+ResNet101+Adagrad+DiceLoss pipeline are the best performing pipeline with a Dice 

Coefficient of 0.7893. The Dice Coefficient graph over Epoch of both pipelines are shown in the Figure 3 (a) and (b) 
below. From the figure, it is clearly seen that the pipeline has a high performance on segmentation of lung cancer at the 
same time had low fluctuation over the epoch during the training. The training time of both pipeline is short too. With a 
minimal training epoch of 10, the model able to converge to get good result. 

 
(a) 
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(b) 

Figure 3. (a) Dice coefficient of all pipeline (b) deeplab V3+ResNet101+Adagrad+DiceLoss pipeline 

Table 1. Performance of all pipeline with highlighted best performance pipeline 
Pipeline (Model+Encoder+Optimizer+Loss function) Dice score IoU 
DeepLabV3+ResNet101+Adam+DiceLoss 0.730 0.575 
DeepLabV3+ResNet101+Adam+BinaryCrossEntropyLoss 0.685 0.521 
DeepLabV3+ResNet101+Adam+FocalLoss 0.659 0.492 
DeepLabV3+ResNet101+Adagrad+DiceLoss 0.789 0.651 
DeepLabV3+ResNet101+Adagrad+BinaryCrossEntropyLoss 0.763 0.617 
DeepLabV3+ResNet101+Adagrad+FocalLoss 0.773 0.630 
DeepLabV3+ResNet101+SGD+DiceLoss 0.788 0.651 
DeepLabV3+ResNet101+SGD+BinaryCrossEntropyLoss 0.770 0.627 
DeepLabV3+ResNet101+SGD+FocalLoss 0.250 0.142 

 

DeepLabV3+ResNet101+SGD+FocalLoss is the worst performing pipeline in segmentation of lung tumor with dice 
coefficient and IoU of 0.25 and 0.1428 respectively. From the result, the combination of SGD optimizer and Focal Loss 
loss function leads to a bad result. From Figure 4 the SGD+FocalLoss pipeline required more time or epoch to start 
converging. The model start converging at 15th epoch. 

 
Figure 4. Dice coefficient of pipeline Deeplab V3+ResNet101+SGD+FocalLoss 

4.0 CONCLUSION 
In conclusion, this research is successfully conducted and can answer the research questions early on this paper. 

Throughout the study, few hyperparameter had been tuned for the deep learning model DeepLabV3 in segmentation of 
lung cancer. The hyperparameter include encoder, epoch, optimizer, and loss function. Two performance metrics had 
been used in the study which there are Dice Coefficient and IoU. From the study, the  
DeepLabV3+ResNet101+Adagrad+DiceLoss that used ResNet101 as encoder yield the best result in segmentation of 
lung cancer. The model achieved a Dice Coefficient of 0.7983 and IoU of 0.6519.  
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The scope of this study was limited in terms of evaluating other hyperparameters and factors. The following 
recommendations are suggested in extending and explore the present study. The present study utilizes dataset from United 
Stated, but the CT images of Asian and American may varies. Therefore, future study should consider using other dataset 
from Malaysia to show the effectiveness of the model in segmentation of Asian lung cancer. 

The author understands the scarcity of dataset for lung cancer CT images. Therefore, hyperparameter tuning is best 
option in increasing the segmentation performance with a limited number of dataset available. Future studies should 
investigate hyperparameters other than mentioned in the present study to further decrease the mis-segmentation in the 
present literature. 
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