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ABSTRACT - Wind-induced noise (aeroacoustic) can cause problem with any outdoor 
microphone applications, notably impacting the performance of telecommunication mobile. 
One prominent source in two way radios is the microphone port cavity. In this article, the noise 
characteristics behaviour is studied at scale-up of microphone port cavity through 
computational aero-accoustics numerical simulation and experimental test. This research 
aims to investigate the wind-induced noise generated inside the microphone port cavity at 
various wind orientation angles and distance radii, r. A direct-hybrid co-simulation CAA 
method, utilizing the wall-adapting local eddy-viscosity and Ffowcs William-Hawking models, 
is employed to obtain the near-field noise source and far-field noise patterns inside a 
microphone port cavity. The simulations are conducted using the scFLOW2Actran software. 
Richardson extrapolation and grid convergence indexare applied to evaluate the accuracy of 
the grid independency in numerical simulations.The findings reveal that the leading edge, 
centre and trailing edge are the primary noise sources and generations inside a microphone 
port. The study indicates that the noise level in the microphone port cavity is characterized by 
low frequency noise.The results indicates that at an observation of angles of 0° and distance 
radii of 0.2 m, the wind noise level is higher compared to other orientation angle and distance 
radii. This can be attributed to the proximity to the noise source  at this location. The directivity 
pattern of noise propagation exhibits a typical dipole pattern observed at observation angles 
of 0° to 45°. Numerical results align well with the experimental results from the wind tunnel 
test, demonstrating the feasibility of the proposed approach for flow-acoustic coupling 
application. This research holds significant value for engineers as it provides a comprehensive 
understanding of the physical phenomena involved in microphone port design. 
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1. INTRODUCTION 

Telecommunication devices, including hearing aids, microphones, headsets, or even two-way radios frequently 

encounter wind-induced noise during outdoor use. This noise can be disruptive, especially in windy situations. Wind-

induced noise in a microphone originates from two main sources: (1) flow turbulence, which naturally produces vortices 

and fluctuations, and (2) turbulence caused by wind interacting with open surfaces or gaps of the devices, known as 

microphone port cavity [1]. Despite the incorporation of noise-canceling algorithms and digital signal processing (DSP) 

by mobile communication manufacturers [2,3], there is a limited understanding of wind-induced noise generation and 

propagation specifically in the microphone port cavity of two-way radios. The exploration of flow and acoustics within 

the cavities of electronic devices, such as two-way radios remains a relatively new area of study [4]. 

Cavity structure is widely used in various applications, such as landing gear bay of aircraft [5-8], sunroofs in cars 

[9,10], and the pantograph cavity of high-speed trains [11,12]. The primary noise source in these applications is 

aerodynamic noise generated by the interaction between the cavity and incoming flow is the main noise source of this 

application. Existing literature primarily focuses on open and rectangular cavities in high-speed flow such as that found 

in aircraft and automotive sectors. However, there are some cases where the cavity is incorporated into a small electronic 

device facing a low wind speed. For example, the existence of wind-induced noise in a small cavity inside the electronic 

device [13-15]. Research has predominantly concentrated on aeroacoustic investigation in the cavity of 

telecommunication devices. Fisol [13] demonstrated that vorticity is generated in the vicinity of the open cavity, 

considered as a primary noise source. The study indicates that the sound pressure increases with higher wind velocities 

and cavity distances. It indicates that the cavity position of P5 was identified for reducing wind-induced noise. However, 

it did not provide the noise level in decibels (dB) for each case. Hairudin et al. [16] conducted a similar investigation 

using ANSYS Fluent, exploring the effect of cavity position and Reynolds number. The computational fluid dynamic 

(CFD) results revealed the presence of shear layer separation, and discrete vortices at the leading and trailing edges of the 



W. M. Hairudin et al.│ Journal of Mechanical Engineering and Sciences │ Volume 18, Issue 1 (2024) 

journal.ump.edu.my/jmes  9910 

cavity. Saw et al. [17] patented adjustments inside the microphone port, resulting in a 5 dB reduction of wind noise 

compared to the previous design. However, detailed experimental methods were not discussed. Hairudin et al. [18] 

performed a wind tunnel test to investigate the effect of cavity position on noise levels, demonstrating that the farthest 

position resulted in minimal wind noise levels. In another study, Hairudin et al. [19] used flow visualization method to 

examine the flow structure produced under different cavity length-to-depth (L/D) ratios of microphone ports through wind 

tunnel testing. The results indicated that microphone ports with a small L/D ratio produced a single vortex shedding, while 

those with larger L/D ratios exhibited multiple vortices. These vortices had an impact on the noise level, showing limited 

studies focus on the aeroacoustic analysis of the wind-induced noise inside a microphone port. It addresses the relatively 

unexplored area of the interaction between wind and cavity surfaces of the electronic device. 

Empirical and experimental methods have long been pioneers in this field, but their reliance on expensive equipment 

and facilities poses implementation challenges [20]. With the rapid advancement in computer technology and numerical 

methods, computational aero-acoustic (CAA) has become increasingly prevalent in obtaining flow field and acoustic 

characteristics. CAA serves as a numerical computational tool to extract acoustic data from flow field results. In the 

analysis of wind-induced noise, two primary methods are employed; direct CAA [21,22], and the hybrid CFD/CAA 

method [23-28]. Direct numerical simulation (DNS) faces challenges due to the vast scale disparity between flow-acoustic 

phenomena and the computational time required, making its practical implementation difficult and expensive [29]. 

However, the hybrid CFD/CAA method while more practical, involves two steps and the utilization of different software 

tools [30]. Nonetheless, the hybrid CFD/CAA  method has limitations including increasing data storage requirements and 

sequential execution of CFD and CAA solvers, which may potentially affect accuracy, computational efficiency, and data 

management [31].  

To overcome these drawbacks, the direct-hybrid co-simulation CAA method has been introduced to compute 

aeroacoustic sources within the CFD. These sources can then predict the noise generation and propagation simultaneously 

within a single computational framework. The direct-hybrid co-simulation CAA approach, in comparison to methods like 

RANS, DNS, and hybrid CFD/CAA presents notable advantages. Firstly, it offers a simultaneous solution to both CFD 

for the flow field and acoustic field within a unified computational domain., eliminating the need for two separate solvers 

of software applications. Additionally, it excels in simplicity by eliminating the explicit coupling interfaces and enables 

concurrent execution without the need for disk I/O, streamlining data exchange and storage processes. The direct-hybrid 

co-simulation used in this study is a relatively new approach in CAA applications, compared to previous hybrid 

CFD/CAA studies.  

The main aims of this work are to analyze the noise source and the noise radiated within a microphone port cavity at 

various orientation angles (wind direction), and distance radii in both near-field and far-field regions using a direct-hybrid 

co-simulation CAA method. The proposed direct-hybrid co-simulation CAA method is validated through comparisons 

with corresponding experimental test results. This research provides a valuable reference for acoustic researchers and 

engineers in designing other devices and mitigating wind-induced noise.  

 

Figure 1. Schematic diagram of the cross-section of microphone port cavity within a two-way radio 

2. MATERIALS AND METHODS  

Each governing equation corresponds to the respective solution incorporated in the scFLOW2Actran software. These 

equations are meticulously detailed for aeroacoustics analysis solution. To simulate the wind-induced noise 

(aeroacoustics), a direct-hybrid two-step approach is employed. The first step involves a CFD simulation, capturing the 

physics of the underlying flow field. The second step addresses the sound propagation (acoustic) within the microphone 

port. The governing equations include the hybrid Reynolds-Averaged Navier Stokes (RANS) 𝑘 − 𝜔 SST, Wall-Adapting 

Local Eddy Viscosity (LES-WALE), and the Ffowcs William-Hawking (FW-H) acoustic analogy.  The LES_WALE and 

Ffowcs William Hawking models are versatile and widely used in aeroacoustics simulation. They can be applied in 

various applications such as aircraft noise [32, 33], wind turbine [34-36], automotive noise [37], and underwater acoustic 

[38-41].  

2.1 Governing Equation for Steady-State Flow: Reynolds Average Navier Stokes 

The governing equations for the flow field around the microphone port are based on the incompressible Navier-Stokes 

equations. These equations describe the behavior of the fluid flow in a steady-state CFD simulation, encompassing the 

conservation of mass and momentum.  The equation is as follows: 
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Conservation of continuity: 

𝜕𝑢𝑖

𝜕𝑥𝑖

= 0 (1) 

Conservation of momentum: 

𝜌
𝜕𝑢𝑖

𝜕𝑡
+  𝜌

𝜕(𝑢𝑖𝑢𝑗)

𝜕𝑥𝑗

= 
𝜕𝜏𝑖𝑗

𝜕𝑥𝑗

−
𝜕𝑝

𝜕𝑥𝑖

+ 𝜌𝑓𝑖        (2) 

where subscripts 𝑖, 𝑗 = 1, 2, 𝑥𝑖  and 𝑥𝑗  denote the physical space directions, 𝜌 is the fluid density, 𝑣 is the velocity, 𝑝 is 

the fluid pressure, 𝑢𝑖 and 𝑢𝑗 are the time-averaged velocity components, 𝑓𝑖 is the external forces, and the stress tensor: 

𝜏𝑖𝑗 = 𝜇 (
𝜕𝑢𝑖

𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖

) 
 

  (3) 

where 𝜇 denotes the dynamic viscosity. The Reynolds Average Navier Stoke RANS 𝑘 − 𝜔 shear stress transport 

turbulence model, as developed by [42] is widely utilized as a turbulence closure model in CFD simulations [31, 43]. This 

model is employed to enhance separation in the near-wall region and has demonstrated good prediction capabilities for 

adverse pressure gradient and flow separation [44, 45]. The turbulence properties of the flow are represented by turbulent 

kinetic energy, 𝑘, and dissipation rate, 𝜔. The equations are expressed as; 

Turbulence kinetic energy, 𝑘 

𝐷𝜌𝑘

𝐷𝑡
=  𝜋𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗

− 𝛽∗𝜌𝜔𝑘 + 
𝜕

𝜕𝑥𝑗

[(𝜇 + 𝜎𝑘𝜇𝑡)
𝜕𝑘

𝜕𝑥𝑗

] (4) 

Turbulent dissipation, 𝜔  

𝐷𝜌𝜔

𝐷𝑡
=  𝜋𝑖𝑗

𝛾

𝑣𝑡

− 𝛽𝜌𝜔2𝑘 +
𝜕

𝜕𝑥𝑗

[(𝜇 + 𝜎𝑤𝜇𝑡)
𝜕𝜔

𝜕𝑥𝑗

] + 2𝜌(1 − 𝐹1)𝜌𝜎𝜔2

1

𝜔

𝜕𝑘

𝜕𝑥𝑖

𝜕𝜔

𝜕𝑥𝑗

 (5) 

where 𝜇𝑡 is the kinematic viscosity and given as: 

𝑣𝑡 = 
𝑎1𝑘

max(𝑎1𝜔,Ω𝐹2)
 (6) 

Here, Ω represents the absolute value of vorticity. The following closure coefficient of 𝐹1and 𝐹2 of this study are described 

as: 

𝐹2 = tanh [[max (2
√2

0.09𝜔𝑦
,
500𝑣

𝑦2𝜔
)]

2

] (7) 

  

𝐹1 = tanh [min [max (2
√𝑘

0.09𝜔𝑦
,
500𝑣

𝑦2𝜔
) ,

4𝜌𝜎𝜔2𝑘

𝐶𝐷𝑘𝜔𝑦2
]

4

] (8) 

where 𝑦 is the distance to the next surface, 𝐶𝐷 is the  positive part of the diffusion term in Eq. (4); 

𝐶𝐷𝑘𝜔 = max(2𝜌𝜎𝜔2

1

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗

, 10−20) (9) 

The constant of 𝜙 for 𝑘 − 𝜔 SST is given in Eq. (9): 

𝜙 =  𝜙1𝐹1 + 𝜙2(1 − 𝐹1) (9) 

  

𝛽1 =
3

40
,  𝛽2= 0.0828, 𝛽∗= 

9

100
 (10) 

  

𝜎𝑘1= 0.85, 𝜎𝑘2= 1, 𝜎𝑤2= 0.856 (11) 

2.2 Governing Equation for Transient Unsteady Flow: Wall Adapting Local Eddy 

The LES-WALE turbulence model [46] is employed in the near-field to capture unsteady turbulence in CFD flow 

simulation involving time-dependent fluid flow. The transient Navier-Stokes equations extend the steady-state equations 

by incorporating time derivates. LES resolves large turbulent structures while modeling smaller ones. The LES-WALE 

model enhances near-wall behavior by adapting the eddy-viscosity [47]. The governing equation for incompressible LES-

WALE is derived from filtered Navier-Stokes and continuity equations [48], summarized as follows:  
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𝜕𝑢𝑖
′̅

𝜕𝑥𝑖

 = 0 (12) 

  

𝜌′
𝜕𝑢𝑖

′̅

𝜕𝑡
+

𝜕(𝑢𝑖
′̅. 𝑢𝑗

′̅̅ ̅̅ )

𝜕𝑥𝑗

= 
𝜕

𝜕𝑥𝑗

[𝜇 (
𝜕𝑢𝑖

′̅

𝜕𝑥𝑗

+
𝜕𝑢𝑗

′̅

𝜕𝑥𝑖

)] −
𝜕𝜏𝑖𝑗

𝑆𝐺𝑆

𝜕𝑥𝑗

− 
𝜕𝑝̅

𝜕𝑥𝑖

+ 𝜌′𝑓𝑖̅ (13) 

where 𝜌̅ is the filtered density, 𝑡 is the time, 𝑢̅𝑖 is the filtered velocity component  in the 𝑖- direction, 𝑥𝑖 is the spatial 

coordinate in 𝑖 – direction, 𝑝̅ is the filtered pressure, 𝜇 denotes the dynamic viscosity. The Reynolds subgrid-scale stress 

(SGS) tensor, 𝜏𝑖𝑗
𝑆𝐺𝑆 [49] reflects the turbulence transport term, signifying turbulent velocity fluctuations. It is solved using 

the Boussinesq assumption [43,50]. It is also known as filtered stress tensor is written in the following: 

𝜏𝑖𝑗
𝑆𝐺𝑆 = 𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ =  

1

3
𝜋𝑘𝑘𝛿𝑖𝑗 − 2𝜇𝑡𝑆𝑖̅𝑗 = 𝜇𝑡 (

𝜕𝑢𝑖
′̅

𝜕𝑥𝑗

+
𝜕𝑢𝑗

′̅

𝜕𝑥𝑖

) 
 

(14) 

where 𝛿𝑖𝑗 is the Kronecker delta tensor, 𝜇𝑡 is the turbulent eddy viscosity, 𝑆𝑖̅𝑗  is the rate of strain tensor, which can be 

written as:  

𝜇𝑡 = (𝐶𝑠∆)2√𝑆𝑖̅𝑗𝑆𝑖̅𝑗  (15) 

and is the kinematic scale viscosity. This model addresses the limitation of the classical Smagorinsky model [51], which 

tends to overestimate the SGS viscosity near walls, particularly in high-shear regions [52]. In the WALE model, the 

turbulent viscosity is modeled as: 

𝜇𝑡 =  (𝐶𝑤∆̅)2
(𝑆𝑖𝑗

𝑑𝑆𝑖𝑗
𝑑)

3
2⁄

(𝑆𝑖̅𝑗𝑆𝑖̅𝑗)
5

2⁄ + (𝑆𝑖̅𝑗𝑆𝑖̅𝑗)
5

4⁄
 (16) 

where 𝑆𝑖𝑗
𝑑  is the traceless symmetric part of the square of the velocity gradient tensor  

𝑆𝑖𝑗
𝑑 = 

1

2
(
𝜕𝑢𝑘

𝜕𝑥𝑖

𝜕𝑢̅𝑗

𝜕𝑥𝑘

+
𝜕𝑢̅𝑘

𝜕𝑥𝑗

) − 
1

3
𝛿𝑖𝑗

𝜕𝑢̅𝑘

𝜕𝑥𝑙

𝜕𝑢̅𝑙

𝜕𝑥𝑘

 (17) 

  

=
1

2
(𝑔̅𝑖𝑗

2 + 𝑔̅𝑖𝑗
2) −

1

3
 𝛿𝑖𝑗𝑔̅𝑘𝑘

2 (18) 

and 𝑔̅2
𝑖𝑗

= 𝑔̅𝑖𝑘𝑔̅𝑘𝑗. 𝐶𝑤 is the model constant and its default value is 0.1 according to Nicoud and Ducros [53].  

2.3 Governing Equation for Acoustic Model 

An extended Lighthill acoustic analogy namely, Ffowcs William-Hawking acoustic analogy [54] is used to predict 

the far-field noise in a microphone port cavity of two-way radio, respectively. The FW-H acoustic analogy can be 

expressed as: 

1

𝐶0
2

𝜕2𝑝́

𝜕𝑡2
− ∇2= 

𝜕2

𝜕𝑥𝑖𝜕𝑥𝑗

{𝑇𝑖𝑗𝐻(𝑓)} − 
𝜕

𝜕𝑥𝑖

{[𝑃𝑖𝑗𝑛𝑗 +  𝜌𝑢𝑖(𝑢𝑛 − 𝑣𝑛)]𝛿(𝑓)} + 
𝜕

𝜕𝑡

{[𝜌0𝑣𝑛 + 𝜌𝑢𝑖(𝑢𝑛)]𝛿(𝑓)} (19) 

where 𝑢𝑖 fluid velocity component in the x-direction, 𝑢𝑛 is the surface velocity component normal to the surface, 𝑣𝑖 is the 

surface velocity to the x-direction, 𝑣𝑛 is the surface velocity component to the normal surface, 𝛿(𝑓) is the Dirac delta 

function, 𝐻(𝑓) is the Heaviside function, 𝑝́ is the sound pressure at the observation point (far-field), 𝑝́ = (𝑃 − 𝑃0), 𝑇𝑖𝑗  is 

the Lighthill’s stress tensor, 𝑇𝑖𝑗 =  𝜌𝑢𝑖𝑢𝑗 + 𝑃𝑖𝑗 − 𝑐0
2(𝜌 − 𝜌0)𝛿𝑖𝑗, 𝑐0

2 is the speed of sound, and 𝑃𝑖𝑗  is the compressive 

stress tensor. The compressive stress tensor can be expressed as: 

𝑃𝑖𝑗 = 𝑝𝛿𝑖𝑗 − 𝜇 [
𝜕𝑢

𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖

−
2

3

𝜕𝑢𝑘

𝜕𝑥𝑘

𝜕𝑖𝑗] (20) 

Green’s function is applied to define the effect of sound sources and acoustic wave propagation from sources to the 

observation point [55]. Green’s function is utilized to solve the problem Eq. (7). The solution involves both surface and 

volume integrals [56]. The surface integral represents the contribution of the dipole source to the far-field sound pressure, 

meanwhile, the volume integrals take into account the volume velocity fluctuations (monopole sources) and the 

interaction between the mean flow density and vorticity fluctuations (quadrupole sources). However, considering the low 

Reynolds number is low, the quadrupole sources are neglected [57-59]. Therefore, the complete solution for Eq. (19) can 

be obtained using Green’s function is expressed as follows: 

𝑝́(𝑥,⃗⃗⃗  𝑡) =  𝑝́𝑇(𝑥 , 𝑡) + 𝑝́𝐿(𝑥 , 𝑡) (21) 

where, 
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4𝜋𝑝́𝑇(𝑥 , 𝑡) =  ∫ [
𝜌0(𝑈̇𝑛 + 𝑈𝑛̇)

𝑟(1 − 𝑀𝑟)
2

] 𝑑𝑆 + ∫ [
𝜌𝑜𝑈𝑛{𝑟𝑀̇𝑟 + 𝐶0(𝑀𝑟 − 𝑀2)}

𝑟2(1 − 𝑀𝑟)
3

] 𝑑𝑆 (22) 

  

4𝜋𝑝̇𝐿 = ∫
1

𝐶0

[
𝐿̇𝑟

𝑟(1 − 𝑀𝑟)
2
] 𝑑𝑆 + ∫ [

𝐿𝑟 − 𝐿𝑀

𝑟2(1 − 𝑀𝑟)
2
] 𝑑𝑆 +

1

𝐶0

∫[
𝐿2{𝑟𝑀̇ + 𝐶0(𝑀𝑟 − 𝑀2)}

𝑟2(1 − 𝑀𝑟)
3

] 𝑑𝑆 (23) 

where, 

𝑈𝑟 = 𝑣𝑖 +
𝜌

𝜌0

(𝑢𝑖 − 𝑣𝑖) (24) 

  

𝐿𝑟 = 𝑃𝑖𝑗𝑛̂𝑗 + 𝜌𝑢𝑖(𝑢𝑛 − 𝑣𝑛) (25) 

The details procedure of the solution is described in [60]. The governing equations are solved using the pressure-

velocity coupling and transient Semi-Implicit Method for Pressure-linked Equations-Consistent (SIMPLEC) algorithm 

within the scFLOW2Actran software. This algorithm, an extension of the SIMPLE algorithm, is employed to enhance the 

accuracy of pressure correction in pressure-velocity coupling calculation [61,62]. It is specifically designed to be robust 

and efficient, particularly for incompressible flow and flows with recirculation [63]. This chosen algorithm is well-suited 

for both aerodynamic and aeroacoustic applications [62]. The sound pressure level (SPL) in decibels is determined using 

the reference acoustic pressure 𝑝𝑟𝑒𝑓  = 2 x 10-5 Pa. The equation of this reference is expressed as follows: 

𝑆𝑃𝐿 = 20𝑙𝑜𝑔10(
𝑝′

𝑝𝑟𝑒𝑓

) (26) 

2.4 Computational Aero-acoustic Setup and Numerical Grid 

The schematic diagram of the whole computational domain used for the microphone port in Figure 2 has dimensions 

of 0.2 m (W1) x 0.4 m (D1) x 0.8 m (L1), which closely resemble the dimensions of the test section in the experimental 

setup. The microphone port cavity itself is scaled up to dimensions of 0.017 m (L) x 0.02 m (D) x 0.2 m (W). The octree 

(structured mesh) and polyhedral mesh are depicted in Figure 3. The octree structure, developed by Finkel and Bently 

[64] and Yerry and Shephard [65] was utilized for mesh generation purposes. The size of the octree was determined based 

on the resolution of the results, taking into account the calculation time and memory consumption. This structure allowed 

full flexibility for the refinement level of the cells [66]. A polyhedral mesh (arbitrary polyhedral) was also employed to 

enhance stability and computational time accuracy [67]. Two sets of wall prisma layers were defined at the cavity surface 

with a thickness of 0.2. The time step size for LES simulation is set at 0.001s with the requirement to keep the  Courant-

Freidrichs-Lewy (CFL) number [68] below 1. The CFL conditions help to ensure numerical stability by relating the time 

step to the spatial discretization grid size and the speed of the information propagation in the system  [69, 70]. The CFL 

condition is expressed as: 

𝐶𝐹𝐿 =  
𝑢. ∆𝑡

∆𝑥
 ≤ 1 (27) 

where 𝑢 is the flow velocity, ∆𝑡 is the time–step, ∆𝑥 is the spatial grid size, and 1 is the maximum allowable CFL number. 

The total computational time was approximately 5 hours.  

 

 

Figure 2. Schematic diagram of the computational domain and boundary conditions 
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2.5 Mesh Independent Study 

A mesh-independent test was conducted to ensure simulation accuracy while optimizing computational resources. 

Figure 4 shows the three different mesh grid sizes for the CAA simulation. Table 1 describes the details of mesh grid 

resolution schemes. Particular attention was paid to mesh resolution to the mesh refinement at the cavity location. Figure 

5 compares the computational results for sound pressure level against the number of cells among three different meshes. 

It was observed that the computational result of the sound pressure level is approximately 5 dB higher than the coarse 

mesh. However, the sound pressure level for fine and medium meshes is nearly identical, differing by approximately 1 

dB. The results also indicate the sound pressure level for the fine mesh aligns with the actual measurement of 85 dB at a 

wind speed of 0.8 m/s.  However, the computational time required for this mesh scheme was the longest. Therefore, the 

medium -mesh was selected for the next simulation to ensure computational accuracy and efficiency [71].  

 

 
(a) 

 

 
(b) 

Figure 3. (a) Octree structure mesh and (b) Polyhedral mesh of the microphone port 

 

 
(a) (b) (c) 

Figure 4. Types of mesh grid of the computational domain: (a) coarse, (b) medium and (c) fine 

 

Table 1. Grid mesh parameters for three mesh grid resolutions 

Mesh 
Mesh size 

(mm) 

Number of  

mesh elements 

Sound Pressure 

Level (dB) 

Coarse 0.01 41918 89 

Medium 0.005 132443 86 

Fine 0.001 1477178 85 

 



W. M. Hairudin et al.│ Journal of Mechanical Engineering and Sciences │ Volume 18, Issue 1 (2024) 

journal.ump.edu.my/jmes  9915 

 
 

Figure 5. Mesh independence study 

2.6 Grid Convergence Study 

To quantify the efficiency and accuracy of grid convergence study for the CFD simulation, two methods are utilized; 

generalized Richardson exploration (RE) and grid convergence index (GCI). These approaches lean more towards 

quantitative judgment for grid independence assessment, providing a more systematic, accurate, and rigorous method for 

assessing grid independence [72]. The computational grid resolution is divided into three: coarse, medium, and fine, as 

shown in Figure 4. The criterion commonly used in determining grid independence is monotonic behavior. The key 

parameters of sound pressure level are monitored as the grid size is successively refined. The parameter should exhibit a 

monotonic trend, indicating that the iterative process is steadily and reliably approaching a final desired solution [73].  

Since this study involved three-dimensional (3D), the refinement ratio for the grid size can be defined by the average cell 

size, ℎ. The calculation of average cell size, ℎ is as follows: 

ℎ =  [
1

𝑁𝑐𝑒𝑙𝑙

∑ (∆𝑉𝑖

𝑁𝑐𝑒𝑙𝑙

𝑖=1
)]

1
3⁄

 (28) 

where 𝑁𝑐𝑒𝑙𝑙  is the total number of cells, ∇𝑉𝑖 is the volume of the 𝑖𝑡ℎ cell. Based on Table 2, the refinement ratio between 

two grid mesh size resolutions of 𝑟𝑛+1,𝑛 is calculated using the following equation [74]. 

𝑟𝑛+1,𝑛 = 
𝑁𝐶𝑛+1

𝑁𝐶𝑛

 (29) 

The grid refinement ratio of two grid mesh resolution 𝑟21 and 𝑟32 are 2.2 and 1.46.  The RE [75] method is a method to 

estimate the continuum value from a series of lower-order values such as the grid mesh size approaching zero (ℎ→0). It 

is generalized into 𝑝𝑡ℎ method [76]. The calculation is expressed as: 

𝑓𝑅𝐸 ≈  𝑓1 + [
𝑓1 + 𝑓2
𝑟𝑝 − 1

] (30) 

According to [77], the order of accuracy, 𝑝 can be estimated by the following equation: 

𝑝 =
𝑙𝑛 (

𝜀32

𝜀21
)

ln(𝑟)
 (31) 

  

𝜀32 = 𝑓3 − 𝑓2 (32) 

  

𝜀21 = 𝑓2 − 𝑓1 (33) 

The extrapolated values are determined based on their convergence ratio, 𝑅. The convergence ratio  can be described as: 

𝑅 =  
𝜀21

𝜀32

 (34) 

Three conditions are commonly used for this solution [78]: 

i) 𝑅 < 0 for oscillatory convergence 

ii) 0 < 𝑅< 1 for monotonic convergence 

iii) 𝑅 > 1 for monotonic divergence 
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The GCI method evaluates the estimation error and convergence solution obtained from the generalized Richardson 

extrapolation theory.  The GCI calculated as  

𝐺𝐶𝐼𝑖+1,𝑖 = 𝐹𝑠 |
𝜀𝑖+1,𝑖

𝑟𝑝 − 1
| ×  100 % (35) 

where 𝐹𝑠 = 1.25 is a safety factor for three mesh grid sizes proposed by [79]. The discrepancy between the simulation 

value and the extrapolation value is used to define the estimation errors given as follows: 

𝐸𝑖 = 
𝑓1 − 𝑓𝑅𝐸

𝑓𝑅𝐸

 ×  100 % (36) 

The GCI is a widely used technique in CFD and numerical analysis to evaluate the convergence of numerical solutions 

obtained through grid refinement studies. It is applied to each grid resolution to access the discretization error achieved 

by reducing the grid size, as predicted by the Richardson extrapolation theory [79,80]. Table 2  presents the results of 

order accuracy and the GCI value of three different mesh resolutions. According to the table, it can be observed that the 

GCI value decreases as the grid is refined (𝐺𝐶𝐼21 < 𝐺𝐶𝐼32). The grid convergence analysis demonstrates a convergence 

rate of approximately 0.298 % with three different refined grid meshes, indicating a monotonic reduction in uncertainties 

(0 < R < 1).  This finding aligns with the expectation of Ali et al. [81]. However, considering the higher computational 

load associated with the fine mesh [71], a medium-mesh with a size of 0.005 mm was chosen for the subsequent CAA 

analysis. The GCI value for the medium mesh remains within an acceptable range, below 2 %.  The comparison of GCI 

and percentage error for the noise level among the three mesh resolutions is presented in Figures 6(a) and (b). The results 

indicate that the fine grid resolution closely approximates the extrapolated value, resulting in a smaller error percentage 

compared to the other grid resolutions. 

Table 2. Grid convergence uncertainty estimation in CFD simulation 

 𝑓1 𝑓2 𝑓3 𝑓𝑅𝐸 |𝜀21| |𝜀32| 𝑅 𝐺𝐶𝐼21(%) 𝐺𝐶𝐼32 (%) 

Value 84 85 89 83.7 1 4 0.25 0.49 1.98 

 

  
  

(a) (b) 

Figure 6. Grid convergence uncertainty estimation for microphone port: (a) the sound pressure level and  

(b) discrepancy errors of GCI 

2.7 Boundary Conditions  

The wind speeds of 0.8 m/s, 2.2 m/s, and 4.4 m/s corresponding to Reynolds numbers 7831, 25453, and 43083, 

respectively, are set at the inlet of the computational domain. The outlet is set as a pressure outlet. The model microphone 

port is set under no-slip conditions. To prevent any contamination of sound waves and reflection at the inlet and outlet, 

an infinite acoustic region (non-reflection) is introduced at both ends of the fluid domain. The outlet boundary is 

positioned well downstream of the cavity edge to eliminate the influence of pressure reflections from the outflow 

boundary [82]. The material model employed for the fluid and acoustic domain analysis assumes air to be incompressible, 

suitable for conditions involving low wind speeds and small pressure variations, at a temperature of 20°C. The sound 

speed in the domain is 343.7 m/s, with a density of 1.206 kg/m3. The study excludes consideration of diaphragm system 

vibrations. To enhance a better understanding of the sound generation and propagation of the microphone port, a set of 

monitoring points are strategically placed within the port and the wall at different distance radii of 0.2 m and 0.4 m. The 

far-field monitoring points at these different distance radii of 0.2 and 0.4 m are depicted in Figure 7. Each monitoring 

point is set at an angular interval of 10°. Four observation angles (θ) are considered: 0⁰, 45⁰, 90⁰, and 135⁰, each with a 

45⁰ angular interval. A receiver point, denoted as P0 and representing the noise source is positioned to align with the 

experimental test setup.  
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(a) (b) 

Figure 7. The monitoring point of (a) near field and (b) far-field at different orientation angle microphone location 

2.8 Solution conditions   

The hybrid co-simulation of aeroacoustic analysis in scFLOW2Actran is conducted in three steps. Firstly, a steady-

state calculation of the flow field using the RANs (𝑘 − 𝜔 𝑆𝑆𝑇) turbulence model. This model is widely used and 

demonstrates good prediction capabilities for adverse pressure gradients and flow separation [45]. However, it only 

resolves the time-averaged flow and does not account for the frequency term, making it unsuitable for capturing the flow-

induced noise. The steady-state simulation is run for 400 cycles until the residuals are converged. In the second step, the 

LES-WALE is utilized for transient calculation. The time step for this transient calculation is set to 2000 cycles with a 

time step of 0.001 s. The LES-WALE is chosen for the SGS model due to its good performance in simulating the swirling 

and separating-reattaching flows in the pre-transition regime from laminar to turbulent flow [83]. Additionally, this model 

is used to correct any wall turbulence model errors [84]. The fluid session is activated once the LES-WALE analysis is 

converged and concludes with the last cycle at 3000, using a time step of 0.0001s. A CMB file is generated as the output 

of the fluid session, and this file is later used to interpolate with the acoustic file configuration. The third step involves 

establishing a new project for the acoustic session. In this session, acoustic boundary conditions and properties such as 

monitoring points (receiver), infinite element (IE), and filter distance are set in the Actran module. The IEs are placed at 

the inlet and outlet boundaries to represent the acoustic non-reflection boundary condition, and the filter distance for the 

acoustic sound source is set to 0.05 m. The acoustic analysis starts at 2.0001s and ends at 2.1s with an interval time of 

0.0001s. An iCFD file is generated as the output of the acoustic session, and the Actran software utilizes this file to extract 

the acoustic source through a fast Fourier transform algorithm. A Fast Fourier transform is performed using the Hanning 

window to convert the time domain into the frequency domain. Finally, the MUMPs solver in scFLOW2Actran 

simultaneously computes the solutions for the output CMB file and iCFD file. This MUMPs solver is known for its 

minimal memory requirement and fast computation [71]. These step modules are illustrated in Figure 8.  

 

 

Figure 8. The flowchart of the direct-hybrid co-simulation computational aeroacoustic analysis in scFLOW2Actran 
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2.9 Experimental Validation 

The validation test for the microphone port was conducted within a small wind tunnel at the Aerodynamics Laboratory 

of Universiti Sains Malaysia (USM). The experimental setup in the small wind tunnel is illustrated in Figure 9.  An open 

cavity length-to-depth (L/D) of 0.7 was employed for the model cavity. It is important to note that the wind tunnel test 

section is not anechoic. To mitigate this, foam wedges were installed inside the test section to absorb the background 

noise. However, as the test was not conducted in a real anechoic room, the measured results were about 7-9 dB higher 

than the background noise level [85]. Sound pressure measurements were carried out using a microphone in conjunction 

with an IMC data analyzer. The monitoring point, P0, corresponding to 0° degrees, was selected to validate the accuracy 

of the simulation method.  

 

Figure 9. Schematic diagram of the experimental setup for sound measurement 

3. RESULTS AND DISCUSSION 

3.1 Validation Test Case 

Figure 10 compares the experimental test, and simulated sound pressure levels at monitoring points (P0) for a wind 

direction 0⁰. The wind noise spectrum exhibits a peak between 20 Hz and 500 Hz, with an amplitude of approximately 

120 and 117 dB for both experimental test and simulation, respectively. The wind noise spectrum of the cavity in the 

experimental test is approximately 3 dB, corresponding to 2.5 % higher than the simulated noise level. The results indicate 

a similar trend pattern between the predicted simulation and experimental data. The measurements were conducted 

according to ISO 3744 standards [86], providing valuable wind noise data for the test model.  The frequency response of 

the measured data is consistent with the low-frequency characteristics reported by [87]. The small discrepancies between 

the experiment test and simulated values can be attributed to factors such as wind instability, backflow noise, and the 

positioning of the microphone at a distance [88]. Thus, the reliability of the current CAA simulation results can be 

affirmed. Table 3 provides the comparison noise level between simulated and measured at a frequency of 24 Hz.  

 
 

Figure 10. Comparison of SPL between simulation and experiment test at P0 under wind speed of  

4.4 m/s for cavity ratio of 0.7 
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Table 3. Comparison of the SPL between simulation and experimental at P0 

 
Sound Pressure Level (dB) 

at a frequency of 24 Hz 

Simulation results 120 

Experimental results 117 

Differences 3 

3.2 Noise Characteristics 

The near-field noise generated by the cavity length-to-depth (L/D) ratio of 0.7 was first measured. Figure 11 shows 

the noise spectrum at the P0 in the base of the cavity at wind speed U = 4.4 m/s. The noise spectra exhibit three frequency 

modes; the first dominant frequency peak mode (mode-1) at 𝑓1 = 24 Hz, second mode (mode-2) at 𝑓2= 102 Hz, and the 

third mode (mode-3) at 𝑓3 = 151 Hz. The dominant frequency 𝑓1 has an amplitude of 12 dB and 1.1 dB higher than the 

frequency 𝑓2 and 𝑓3, indicating that the dominant sound source of wind-induced noise is mainly under low frequencies 

below the range of 250 Hz. These typical cavity oscillation incompressible flows are described in early studies [89-93]. 

This is also agreed by [87] who described the range of wind-induced noise as particularly under the low-frequency range 

of 20 Hz to 250 Hz. Table 4 provides the quantitative comparison of the simulated and measured shedding frequencies 

and their 2nd and 3rd harmonics modes.  

 
 

Figure 11. Noise spectrum of the cavity length to depth ratio of 0.7 at wind speed, U = 4.4 m/s under P0 

 

Table 4. Comparison of the simulated and experimental frequencies  for the microphone port at P0 

 
Shedding 

frequency (Hz) 

Second 

harmonic 

Third 

harmonic 

Simulation 24 102 151 

Experiment 24 101 146 

Differences 0% -0.9% -3.4% 

3.3 Noise Map Identification 

The noise map identification using direct-hybrid CAA co-simulation in scFLOW2Actran is shown in Figure 12 at 

varied frequencies for the near-field distances radii, r of 0.2 m and 0.4. The sound pressure level was observed to be the 

lowest at r = 0.4 m for all frequencies, indicating that it corresponds to the farthest distance from the wind source and 

experiences less flow separation over the microphone port region. The primary noise source was identified at the opening 

microphone port, specifically at the leading edge, inner region, and trailing edge of the cavity port where the flow interacts 

with the wall. The noise exhibited a low frequency of around 20 to 1000 Hz. It can be observed that the highest noise 

levels were recorded at frequencies of 22 Hz, 44 Hz, 55 Hz, 144 Hz, 255 Hz, 366 Hz, and 1132 Hz, corresponding to 

sound pressure levels of 136dB, 126 dB, 116 dB, 106 dB, 97.5 dB, 98.6 dB, and  86.4 dB, respectively, at distance  

r = 0.2 m.  Meanwhile, a distance r = 0.4 m provides a noise level lower than a distance r = 0.2 m. The noise gradually 

decreased with increasing frequencies; particularly beyond 1132 Hz. Table 5 provides a summary of the differences 

between the two distances.  
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Figure 12. Noise source map identification at wind speed 4.4 m/s for different distances radii, r = 0.2 m and 0.4 m at P0 

 

Table 5. Sound pressure level at different frequencies with two varied distance radii 

 

Frequency 

(Hz) 

 

Sound Pressure Level 

(dB) 
Error 

(%) 
Distance radii,  

r (m) 

0.2 0.4 

22 Hz 136 133 2 

44 Hz 126 119 5 

55 Hz 116 114 1.7 

144 Hz 106 101 4.7 

255 Hz 97.5 92 5.6 

366 Hz 98.6 90.2 8.5 

1132 Hz 86.4 81 6.2 

3.4 Influence of Distance Radii 

The noise spectra at varied wind speeds, V = 0.8 m/s, 2.2 m/s, and 4.4 m/s with different distance radii are shown in 

Figure 13(a) and (b). The graphs illustrate that the broadband noise level increases with higher wind speed. Notably, a 

peak frequency response is marked by the presence of wind-induced noise in all cases. The peak sound pressure levels at 

a distance, r of 0.2 m range from about 51 dB to 98 dB at a frequency of 366 Hz. Similarly, the peak sound pressure levels 

at r of 0.4 m range from around 51.1 dB to 90.2 dB. It is noteworthy that the sound pressure level at a distance of 0.4 m 

decreases is approximately 0.1 dB to 8 dB lower than at a distance radii, r of 0.2 m. This decrease in sound pressure level 

at a distance radii of 0.4 may be attributed to the receiver being farther away from the noise source. The distance radius 

of 0.4 m exhibits the minimum sound pressure level compared to the distance radius of 0.2 m at a wind speed of 4.4 m/s, 

highlighting the impact of the receiver’s proximity to the noise source, as depicted in Figure 14.  

  
  

(a) (b) 

Figure 13. Comparison of sound pressure levels (dB) at various wind speeds 0.8 m/s, 2.2 m/s, and 4.4 m/s of different 

distance radii:  (a) r = 0.2 m and (b) r = 0.4 m 
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Table 6. Overall sound pressure level of different two distances radi under varied wind speed 

Wind speed 

(m/s) 

 

Overall Sound 

Pressure Level (dB) Error 

(%) Distance radii, r (m) 

0.2 0.4 

0.8 130 129.9 0.7 

2.2 140 138 1.4 

4.4 152 149.1 1.9 

            

 
 

Figure 14. Comparison of sound pressure level versus wind speed under different distance radii 

Figures 15(a) and (b) show the far-field noise directivity of the microphone port cavity at peak frequencies of 24 Hz, 

and 399 Hz. It can be seen that a monopole pattern is observed at wind speed of 0.8 m/s for both frequencies. However, 

when both frequencies are at higher wind speeds, the dipole patterns are shown. It shows that the microphone port cavity 

is a dipole sound source it is the main contributor to the wind-induced noise. This is due to the interaction between wind 

and structural microphone port. The directivity pattern is associated with a dipole, dominating the result for both distance 

radii. These findings align with previous studies [94], which state that the noise source is the dipole source generated by 

the vortex shedding and pressure fluctuation. The SPL values of receiving points at a frequency of 24 Hz are larger than 

that of receiving points at a frequency of 366 Hz. The sound pressure level value of receiving points from 0° to10° are 

larger than other receiver points. It indicates that far-field noise directivity has a stronger directivity in that flow direction. 

Table 6 provide the overall sound pressure level of two different distance radii, r at varied wind speed. 

  
(a) (b) 

Figure 15. Far-field noise directivity for different wind speeds of 0.8 m/s, 2.2 m/s 4.4 m/s under frequencies of:  

(a) 24 Hz and (b) 366 Hz 

3.5 Influence of Wind Orientation Angle 

Figure 16 shows the noise spectra at airflow orientation angles at  (0⁰, 45⁰, 90⁰, and 135⁰) with different distance radii 

(r = 0.2 and 0.4 m)  at a wind speed of 4.4 m/s. This comparison was to investigate the influence of distance when 

compared to a different orientation angle. The spectrum reveals several multiple peak frequencies within the range 

between 20 Hz to 4000 Hz. Broadband results exhibit a consistent pattern for both distances with the distance radii of 0.2 

m showing a slightly higher noise level compared to the distance radii of 0.4 m. Notably, at an angle of 0°, the noise level 

is higher for both distances radii, as depicted in Figure 17. At a distance of 0.2 m, the noise level at approximately 2.8 dB 

higher than at a distance radii (r) of 0.4 m at a 0° angle. The broadband noise is higher at θ = 0 ⁰ and lowest at θ = 135⁰, 

indicating a significant influence of the observation angle on the wind-induced noise level at the microphone port. 
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Figure 18 shows the far-field noise directivity for the observer angle at a two-distance radius i.e.; r = 0.2 m and 0.4 m 

from the center of the cavity under a wind speed of 4.4 m/s. It is observed that the sound pressure level at a distance radius 

(r) of 0.2 m is higher than at a distance radius (r) of 0.4 m. This suggests that the acoustic wave gradually increased with 

a near distance of the source of noise [95]. This figure also reveals that the obvious directivity location can be observed 

for both distances at 0° and 45⁰ intervals, with 2.9 dB and 4.9 dB differences, respectively. Table 7 provides the 

comparison of overall sound pressure levels at different orientation angles at two distance radii.  

  
  

(a)  (b) 
  

  
 

(c) (d) 

Figure 16. Comparison of noise spectra with different distance radii (r = 0.2 m and 0.4 m) for different orientation 

angles (a) 0°, (b) 45°, (c) 90° and (d) 135° at a wind speed of 4.4 m/s 

 

Table 7. Sound pressure level at different orientation angles 

Orientation 

angles, Ɵ (°) 

Overall Sound 

Pressure Level (dB) Error 

(%) Distance radii (m) 

0.2 0.4 

0 152 149.1 1.9 

45 150 145.1 3.2 

90 149.2 140.2 6 

135 148.9 138.9 6.7 

                      

 
 

Figure 17. Comparison sound pressure angle at different angles ( 0°, 45°, 90° and 135°) of two varied distance radii, r 
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Figure 18. Far-field noise directivity under different distance radii (r = 0.2 m and 0.4 m) at wind speed of 4.4 m/s 

4. CONCLUSIONS 

Computational aeroacoustics modeling of the microphone port of two-way radio was successfully conducted and 

validated with experimental tests. The results are summarized below: 

i) The direct-hybrid co-simulation CAA approach for analyzing the wind-induced noise of the microphone port 

was implemented in this study. A comparison was made between the results and the sound measurement test. 

The deviation between the simulated results and experimental data was approximately 2.5 %, indicating the 

feasibility of the proposed co-simulation CAA method.  

ii) The reliability of the numerical simulation was verified and an error reduction of 2 % was achieved by 

implementing the RE and GCI techniques.  

iii) The noise source map identification was performed by observing the shedding vortices at the opening, 

including the leading-edge, inside, and trailing edge of the cavity, using CAA simulation. 

iv) The parametric analysis revealed that wind-induced noise of the microphone port cavity depends on the 

orientation angle (wind direction) and wind speed. The highest noise was observed when the wind came from 

the front and at high speeds. Increasing the wind speed from 0.8 m/s to 4.4 m/s resulted in a 1-3 dB increase in 

wind noise.  

v) The comparison of far-field noise directivity between distance radii of 0.2 m and 0.4 m shows a completely 

different behavior observed at different wind speeds and frequencies. As the distance radii increases with 

increasing speed, the noise radiated decreases. The observed noise directivity pattern corresponds to a dipole 

pattern, in a direction angle of 0 to 45°, which is expected the source of wind-induced noise. 

The proposed direct-hybrid co-simulation CAA approach provided valuable insights into the spatial distribution of 

noise sources, aiding in the understanding of the acoustic characteristics associated with microphone port cavity flow. 

These results serve as a crucial tool for researchers and engineers to predict and mitigate unwanted noise effects in cavity 

flow scenarios. Additionally, it can be applied in any flow acoustic coupling application. 
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