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ABSTRACT - The reduction of vibration-induced discomfort in vehicles is an important goal 
in the field of transportation engineering. Several mathematical models with various controlling 
techniques, from classical to modern, have been employed to achieve better ride comfort. Still, 
no comprehensive solution has yet been found. Therefore, this paper proposes a 17-degree-
of-freedom (minimum number of coordinates) dynamic model of a full-scale railway vehicle 
integrated with wheel-rail contact forces and an active suspension system. Two controllers, 
termed system and force tracking controllers, suppress the vehicle body's vibrations. Based 
on a multi-loop control structure, three optimally tuned Proportional Integral Derivative 
controllers evaluate the desired control forces and performs the system controller’s action. 
While the force-tracking controller generates the command voltage to track that forces. The 
parameters of controllers are tuned with a novel metaheuristic optimization algorithm known 
as the flow direction algorithm (FDA), and the results are compared with two other optimization 
techniques, i.e., particle swarm optimization and ant colony optimization. The simulated 
results show that the ride comfort of the vehicle is improved with FDA, as the root mean square 
values of the lateral, roll, and yaw accelerations are reduced by 42.01%, 33.12%, and 48.24%, 
respectively. Moreover, the simulated results of the proposed model are validated with the 
experimental results of accelerations. The simulated results show that the proposed system 
tuned with the metaheuristic algorithm outperforms with a significant reduction in vehicle 
vibrations. 
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1.0 INTRODUCTION 

Over the past few decades, the railway industries have concentrated on increasing train speed while enhancing travel 

comfort and safety. However, faster trains and the presence of track abnormalities will significantly raise the vibration 

level, lowering the stability and pleasure of the trip. To improve ride comfort and safety, vehicle vibrations must be 

reduced. Two approaches can be used to address these vibration issues: improving the state of the railway tracks and 

improving the vibration mitigation system. Since the track cannot be altered once built, the second strategy of improving 

vibration mitigation systems is more practicable. The car suspensions have three vibration mitigation systems: passive, 

semi-active, and active [1]. A passive system comprises basic and low-cost static springs and oil/pneumatic dampers. 

Despite its low cost and simple design, the passive system does not deliver acceptable control performances in ride 

comfort or quality [2]. On the other hand, a semi-active system is outfitted with a variable gain damper filled with a 

rheological fluid whose viscosity changes when exposed to an electric or magnetic field. Electro-rheological (ER) and 

Magneto-rheological (MR) fluids are utilized in semi-active suspension and are responsible for variable damping [3, 4]. 

Previous research articles have discussed using ER and MR fluid in semi-active suspension to minimize vibrations [5–

10]. The MR-based damper is the most successful because it generates more power and has a more comprehensive 

operating temperature range than an ER damper. However, a semi-active suspension system's complex control techniques 

make it difficult to suppress vibrations successfully across the broad frequency range [11,12]. Thus, researchers 

discovered an alternate vibration control method in the form of active suspension by realizing the limitations of both 

passive and semi-active systems [13].  Hence, this paper investigates the performance of an active suspension system that 

mitigates the car body's vibrations and enhances the ride comfort of railway vehicles.According to previous research, an 

active suspension system combines the passive components with controller-controlled actuators that generate extra force. 

It can continually reduce the vibrations of the vehicle over a wide range of frequencies and provide better ride comfort 

[14,15]. Using various control structures and algorithms, the system controller calculates the extra force required to 

suppress the vibrations. Several research papers on traditional and modern controllers to maximize the performance of 

active suspension systems have been published. These include the use of proportional integral derivative (PID) control 

[16–22], fuzzy logic control [23, 24], sliding mode control [25, 26], neuro-fuzzy control [27], model predictive control 

[28, 29], optimal &𝐻∞control [30-33] and neural-network-based control [34–36]. Among them, the proportional integral 

derivative controller is still a favorite in modern control domains because of its simple and robust performance under 

various operating situations. The PID controller's performance is determined by the values of three parameters ,  𝐾𝑃, 𝐾𝑖, 

and 𝐾𝑑, which must be optimally tuned according to the desired output.  The traditional tuning methods such as Ziegler-
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Nichols (Z-N) [38] and Cohen-Coon  [39], which were previously thought to be the best, are now being supplemented by 

heuristic optimization techniques because traditional methods may fail to provide the desired performance in terms of 

overshoot, settling time, and steady-state error.  

The parameters calculated from the classical method could not give the optimum value of the PID controller. This is 

mainly because these processes could not provide a fully protected space in terms of data, which helps in achieving the 

minimum value of cost function. Thus, the intellectual methods based on metaheuristic algorithms are promising 

approaches to enhance search accuracy. These algorithms can learn much faster as they operate. The main objective of 

these intellectual methods is to minimize the cost function depending on the performance of algorithms. The performance 

of these metaheuristic algorithms is highly efficient in solving complex optimization problems. Several types of 

evolutionary algorithms, such as genetic algorithm [40], particle swarm optimization (PSO) [41], ant colony optimization 

(ACO) [42], grey wolf optimization [43], firefly algorithm [44], cuckoo search algorithm [45], flow direction algorithm 

(FDA) [46], are generally used as intelligent optimizers to solve any dynamic problems. For instance,  El-Deen et al. [47] 

and Mohammed et al. [48] used a genetic-based algorithm to tune the PID for speed control of the dc motor and the 

generators' synchronization.  

The successful implementation of particle swarm and ant colony optimization for automatic voltage regulator systems 

has been reported in [49] and [50], respectively. Adubi and Misra [51] use ant colony optimization in various applications, 

and a comparative study is presented. The implementation of particle swarm optimization-based PID for locating the 

camera position in the unmanned aerial vehicle and controlling an inverted pendulum has been successfully reported by 

Rajesh et al. in [52] and Joseph et al. in [53].  Mahdieh Alamdar et al. [54] proposed a chaotic firefly algorithm to tune 

the parameters of fractional order-PID for a continuous stirred tank reactor. The cuckoo search algorithm has been used 

to optimize the PID parameters for various applications such as maximum power point tracking [55], speed control of 

induction motors [56], and LED driver circuits as buck booster converters [57]. Apart from these, Li et al. Proposed grey 

wolf optimization for condenser pressure control using a PI controller [58]. Yadav et al. used this algorithm to tune the 

parameters of PID used for the magnetic levitation system [59]. Laith Abualigah et al. [60] used FDA to solve the 

optimization problem of data clustering, and Pati et al. [61] used this algorithm to minimize the energy consumption of 

multi-stage evaporators used in the pulp industry. 

 According to the literature, PID controllers tuned with meta-heuristic optimization have been employed for various 

applications, including chemical processes, motor speed control, sun tracking systems, vibration control, voltage 

regulation systems, and many more. However, few studies on PID have been published in the context of vibration control 

employing an active suspension system. Moreover, for a multi-input multi-output system, two types of control structures, 

i.e., centralized and decentralized, are reported in the literature [62]. Whereas most of the research has been carried out 

using a centralized control structure, this creates the problem of a large amount of data transmission at one time and makes 

the system complex. A decentralized or multi-loop control technique, which also has a basic structure, can be used to 

solve the problem of massive data transfer [63, 64].  

As per the contribution of this paper, the following points are worth noting. First, a 17-degree-of-freedom dynamic 

model of a full-scale railway vehicle completed with wheel-rail forces and active suspension is developed. The system’s 

performance is evaluated under lateral alignment, and cross-level type of random track irregularities. Then, a multi-loop 

control structure with three independent system controllers is used to suppress the vibration of the car body's lateral, roll, 

and yaw motion. A novel metaheuristic optimization technique, FDA, is proposed to tune the PID controller, and the 

results are compared with two other optimization algorithms, i.e., PSO and ACO. Based on the objective function, the 

proposed optimization techniques are used to determine the desired force through the system controller. The required 

amount of force is delivered with the help of the electro-hydraulic actuator controlled by a force-tracking controller. The 

results of optimized PID are critically analyzed in the frequency domains and represented in terms of power spectral 

densities. Finally, the pursuit of the proposed system is validated with the experimental results. 

2.0 ANALYTICAL MODEL  

This section presents the dynamic railway vehicle model, state space, and random track irregularities model.  

2.1 Dynamic Model of a Railway Vehicle 

The dynamic motion of the car body, bogies, and wheel-set of a railway vehicle with wheel-rail interaction has been 

described with the governing equations of motion. The definitions of various symbols used in dynamic modeling have 

been given in Table 1. The pictorial representations are given in Figures 1. The governing equation of motion of railway 

vehicle dynamics is presented as follows [7]: 

Car body dynamics: 

𝑀𝑐 �̈�𝑐 +2𝐾2𝑦[2(𝑦𝑐 + ℎ3𝜃𝑐) − 𝑦𝑡1 − 𝑦𝑡2 − ℎ2𝜃𝑡1 − ℎ2𝜃𝑡2]+2𝐶2𝑦[2(𝑦�̇� + ℎ3𝜃𝑐)̇ − �̇�𝑡1 − �̇�𝑡2 − ℎ2�̇�𝑡1 −

      ℎ2�̇�𝑡2] = [𝐹𝑦1+𝐹𝑦2] 
(1) 
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𝐼𝑋𝑐�̈�𝑐 + 2𝑏2
2𝐾2𝑧(2𝜃𝑐 − 𝜃𝑡1 − 𝜃𝑡2) + 2𝑏2

2𝑐2𝑧(2�̇�𝑐 − �̇�𝑡1 − �̇�𝑡2) + 2ℎ3𝐾2𝑦{2(𝑦𝑐 + ℎ3𝜃3) − 𝑦𝑡1 − 𝑦𝑡2 +

      ℎ2𝜃𝑡1 + ℎ2𝜃𝑡2) + 2ℎ3𝑐2𝑦(2(𝑦�̇� + ℎ3𝜃3)̇ − �̇�𝑡1 − �̇�𝑡2 + ℎ2�̇�𝑡1 ∓ �̇�𝑡2] = [ℎ3(𝐹𝑦1 + 𝐹𝑦2)] 
(2)                                                                 

  

𝐼𝑍𝑐�̈�𝑐 + 2𝐿𝑏𝐾2𝑦(2𝐿𝑏𝛹𝑐 − 𝑦𝑡1 + 𝑦𝑡2 − ℎ2𝜃𝑡1 + ℎ2𝜃𝑡2) + 2𝐿𝑏𝐶2𝑧(2LbΨc
̇ -ẏ

t1
+ẏ

t2
-h2θ̇t1+h2θ̇t2)  

+       2𝑑𝑠𝐾2𝑥(2𝛹𝑐 − 𝑋𝑡1 − 𝑋𝑡2) = 𝐿𝑏[𝐹𝑦1 − 𝐹𝑦2] 
(3)                                    

Bogie dynamics (𝑖=1, 2): 

𝑀𝑡�̈�𝑡𝑖 +  2𝑐1𝑦[2�̇�𝑡𝑖 − (�̇�𝑤(2𝑖−1) + �̇�𝑤(2𝑖)) + 2ℎ1�̇�𝑡𝑖] + 2𝑐2𝑦[(�̇�𝑡𝑖 − �̇�𝑤(2𝑖−1)) − (ℎ3�̇�𝑐+ℎ2�̇�𝑡𝑖) − (−1)𝑖𝐿𝑏Ψ̇𝑐]

+   2𝑘1𝑦[2𝑦𝑡𝑖 − (𝑦𝑤(2𝑖−1) + 𝑦𝑤(2𝑖)) + 2ℎ1𝜃𝑡𝑖]

+ 2𝑘2𝑦[(𝑦𝑡𝑖 −  𝑦𝑐) − (ℎ3𝜃𝑐+ℎ2𝜃𝑡𝑖) − (−1)𝑖𝐿𝑏𝛹𝑐] = −𝐹𝑦𝑖 

(4) 

  

𝐽𝑥𝑡�̈�𝑡𝑖 + 2ℎ1𝑐1𝑦 [2ℎ1�̇�𝑡𝑖 + (2�̇�𝑡𝑖 − (�̇�𝑤(2𝑖−1) + �̇�𝑤(2𝑖)))] + 2ℎ2𝑐2𝑦[ℎ3�̇�𝑐+ℎ2�̇�𝑡𝑖 + (�̇�𝑡𝑖 +  �̇�𝑐) − (−1)𝑖𝐿𝑏Ψ̇𝑐]

+  2𝑏2
1𝑐1𝑧[2�̇�𝑡𝑖 − (�̇�𝑤(2𝑖−1) +  �̇�𝑤(2𝑖))] + 2𝑏2

2𝑐2𝑧[�̇�𝑡𝑖 −  �̇�𝑐]

+ 2ℎ1𝑘1𝑦 [2ℎ1𝜃𝑡𝑖 + (2𝑌𝑡𝑖 − (𝑌𝑤(2𝑖−1) +  𝑌𝑤(2𝑖)))]

+  2ℎ2𝑘2𝑦[ℎ3𝜃𝑐+ℎ2𝜃𝑡𝑖 + (𝑌𝑡𝑖 +  𝑌𝑐) − (−1)𝑖𝐿𝑏𝛹𝑐] + 2𝑏2
1𝑘1𝑧[2𝜃𝑡𝑖 − (𝜃𝑤(2𝑖−1) +  𝜃𝑤(2𝑖))]

+ 2𝑏2
2𝑘2𝑧[𝜃𝑡𝑖 − 𝜃𝑐] = −𝐹𝑦𝑖ℎ3 

(5) 

  

𝐽𝑍𝑡Ψ̈𝑡𝑖 + 2𝑑2
𝑝𝑐1𝑥[2Ψ̇𝑡𝑖 − (Ψ̇𝑤(2𝑖−1) + Ψ̇𝑤(2𝑖))] + 2𝐿𝑑𝑐1𝑦[2𝐿𝑑Ψ̇𝑡𝑖 − (�̇�𝑤(2𝑖−1) − �̇�𝑤(2𝑖))]

+    2𝑑2
𝑝𝑘1𝑥[2Ψ𝑡𝑖 − (Ψ𝑤(2𝑖−1) + Ψ𝑤(2𝑖))] +  2𝑑2

𝑠𝑘2𝑥[Ψ𝑡𝑖 − Ψ𝑐]

+ 2𝐿𝑑𝑘1𝑦[2𝐿𝑑∅𝑡𝑖 − (𝑌𝑤(2𝑖−1) −  𝑌𝑤(2𝑖))] = 0 

(6) 

 

Table 1. Various symbols used in the modeling (where 𝒊 = 1,2 & 𝒋 = 1,2,3,4) 

Symbols Definitions 

𝑌𝑐 ,  𝑌𝑡𝑖 ,  𝑌𝑤𝑗   Lateral displacement of the car body, bogies, and wheel-sets 

Ψ𝑐  ,Ψ𝑡𝑖 , Ψ𝑤𝑗
 Yaw displacement of the car body, bogie, and wheel-sets 

Ө𝑐 , Ө𝑡𝑖  Roll displacement of the car body, bogie 

𝐹𝑦𝑖 Lateral control forces 

Yrj,θclj Rail track disturbances 

 

Wheel-set dynamics (𝑖=1,2, while𝑗=1; 𝑖=3,4, while𝑗=2): 

𝑀𝑤�̈�𝑤𝑖 +  2𝑐1𝑦[(�̇�𝑤𝑖 −  �̇�𝑡𝑗) − ℎ1�̇�𝑡𝑗 + 𝐿𝑑Ψ̇𝑡𝑗] + 2𝑘1𝑦[(𝑌𝑤𝑖 −  𝑌𝑡𝑗) − ℎ1𝜃𝑡𝑗 + 𝐿𝑑Ψ̇𝑡𝑗] + 𝑘ℎ𝑦[𝑌𝑤𝑖 − 𝑌𝑎𝑖]

+       2 𝑓22 [
1

𝑉
(1 +

𝜎 𝑅1

𝑎
) �̇�𝑤𝑖 −

𝜎 𝑅1

𝑉 𝑎
�̇�𝑎𝑖 −

𝜎 𝑅1
2

𝑉 𝑎
�̇�𝑐𝑙𝑖 −  Ψ𝑤𝑖] = 0 

(7) 

  

𝐽𝑍𝑤Ψ̈𝑤𝑖 + 2𝑑𝑝
2𝑐1𝑥[(Ψ̇𝑤𝑖 − Ψ̇𝑡𝑗)] + 2𝑑𝑝

2𝑘1𝑥[Ψ𝑤𝑖 − Ψ𝑡𝑗] + 2 𝑓11 [
𝜆𝑒  𝑎

𝑅1

(𝑌𝑤𝑖 − 𝑌𝑎𝑖 − 𝑅1𝜃𝑐𝑙𝑖) +  
𝑎2

𝑉 
Ψ̇𝑤𝑖]

+ 𝑘g𝑦Ψ𝑤𝑖 = 0 

(8) 

The definitions and values of various parameters used in Eqs. (1) – (8) are the same as in [22, 65]. The state space 

formulation of the above system has been given in the next section. 

  

(a) (b) 

Figure 1. 17-DOF analytical model of a railway vehicle: (a) end view, (b) front view 
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(c) 

Figure 1. (cont.) top view 

2.2 State-Space Formulation 

In this section, the state-space modeling of railway vehicle is presented. 

Let,  

𝑞 = [𝑌𝑐 , Ө𝑐 , 𝜓𝑐 , 𝑌𝑡1, Ө𝑡1, 𝜓𝑡1, 𝑌𝑡2, Ө𝑡2, 𝜓𝑡2, 𝑌𝑤1, 𝜓𝑤1, 𝑌𝑤2, 𝜓𝑤2, 𝑌𝑤3, 𝜓𝑤3, 𝑌𝑤4, 𝜓𝑤4]T ,𝑢 = [ 𝐹𝑦1, 𝐹𝑦2]T, 

and 𝑤 = [𝑌𝑎1, 𝜃𝑐𝑙1, 𝑌𝑎2, 𝜃𝑐𝑙2, 𝑌𝑎3, 𝜃𝑐𝑙3, 𝑌𝑎4 , 𝜃𝑐𝑙4 , �̇�𝑎1, �̇�𝑐𝑙1, , �̇�𝑎2, �̇�𝑐𝑙2, �̇�𝑎3, �̇�𝑐𝑙3, �̇�𝑎4, �̇�𝑐𝑙4]T 

be defined the displacements (linear and angular), control, and disturbance vectors, respectively. 

Then the equations of motion, represented by the Eqs. (1) - (8) can be written in the following matrix form: 

where [M] (ℛ17×17), [C] (ℛ17×17), and [K] (ℛ17×17) are the mass, damping, and stiffness matrices of the vehicle 

system;[𝐹𝑢](ℛ17×2),  [𝐹𝑤](ℛ17×16) are the position matrices of control inputs and track disturbances acting on the railway 

vehicle body and wheels of wheel-sets, respectively. 

Now by defining the state vector as �̇� = [𝑞T�̇�T]T, the state and output equations of the railway vehicle system in the 

form of state-space are given as: 

where[𝐴] = [
0 I

−𝑀−1𝐾 −𝑀−1𝐶
] ∈ ℛ34×34 , [𝐵1] = [

0
𝑀−1𝐹𝑢

] ∈ ℛ34×2, and [𝐵2] = [
0

𝑀−1𝐹𝑤
] ∈  ℛ34×16, are the system, 

control, and disturbances matrices, respectively. [𝐶] =  [−𝑀−1𝐾 −𝑀−1𝐶] ∈ ℛ17×34 is the output matrix, with  
[𝐷1] = [𝑀−1𝐹𝑢]  ∈ ℛ17×2, and  [𝐷2] = [𝑀−1𝐹𝑤] ∈ ℛ17×16are the transfer matrices, respectively. The values of all 

coefficient matrices can be derived from Eq. (9). 

3.0 TRACK IRREGULARITIES 

The leading cause of vibrations in the railway's vehicle body is irregularities on railway tracks and wheel structure. 

These irregularities act as input excitation to the railway vehicle. There are two types of track irregularity, such as lateral 

alignment ( 𝑌𝑎) and cross-level (𝜃𝑐𝑙)are defined in the literature [66], which excite the vehicle's body in lateral directions. 

These irregularities can be periodic as well as random in nature. 

3.1 Random Track Irregularities 

The actual track irregularities are the superposition of harmonic waves of different amplitude, phase, and wavelength. 

Describing the random track irregularities is always convenient in the form of PSD (power spectral density), as given in 

Eqs. (11) - (12), which are calculated by taking the Fourier Transform of the autocorrelation function as: 

[𝑀]�̈� + [𝐶]�̇� + [𝐾]𝑞 = [𝐹𝑢]𝑢 + [𝐹𝑤]𝑤 (9) 

{
�̇� = [𝐴] 𝑥 + [𝐵1] 𝑢 + [𝐵2] 𝑤

𝑦 = [𝐶] 𝑥 + [𝐷1] 𝑢 + [𝐷2] 𝑤
 (10) 

𝑆𝑎(𝜔) = 
𝐴𝑎 .  𝛺𝑐

2 . 𝑉3

(𝜔2+(𝑉.  𝛺𝑟)2)(𝜔2+(𝑉.  𝛺𝑐)2)

𝑚2

(
𝑟𝑎𝑑

𝑠𝑒𝑐
)
 (11) 

  

𝑆𝑐𝑙(𝜔) = 
𝐴𝑣 .  𝛺𝑐

2 . 𝑉3.  𝜔2

𝑙𝑟
2(𝜔2+(𝑉.  𝛺𝑟)2)(𝜔2+(𝑉.  𝛺𝑐)2)(𝜔2+(𝑉.  𝛺𝑠)2)

𝑚2

(
𝑟𝑎𝑑

𝑠𝑒𝑐
)
 (12) 
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where 𝜔 is the angular frequency of the track measured in rad/sec and 𝛺𝑟, 𝛺𝑐 and  𝛺𝑠 are the cut-off frequencies taken in 

rad/m; 𝐴𝑣, 𝐴𝑎 are roughness constant taken in 𝑚2.
𝑟𝑎𝑑

𝑚
; 𝑉is the velocity of the vehicle; 𝑙𝑟  is half the distance between the 

two-rolling circle of the wheel-set (m) as given [22]. While the values of constant factors and cut-off frequencies for 

different track classes are given in Table 2. 

4.0 DYNAMICS OF ELECTRO-HYDRAULIC ACTUATOR 

An essential component of any active suspension system is an actuator. It is the mechanism by which the external 

force is injected into the system, complementing the passive suspension system. Three major actuation systems are 

reported in the literature [67]: Electro-hydraulic, Electro-pneumatic, and Electro-magnetic. The electro-hydraulic actuator 

is best suited among other actuation systems because of its excellent force/size ratio, good bandwidth, and 

reliability.Electro-hydraulic actuation system combines electrical and mechanical means to generate the required force, 

as shown in Figure 2. The primary stage of the actuation system contains an electrical motor that provides the torque 

according to the current value, and a hydraulic cylinder connected to the throttle spool-valve serves as a secondary stage. 

The position of the spool valve is controlled with motor torque, and accordingly, the controlled oil flows into the cylinder, 

which ultimately generates the force.  

Table 2. Roughness coefficients and cut-off frequencies for German track irregularities PSDs 

Track class Ωc (rad/m) Ωc (rad/m) Ωc (rad/m) Aa ( m2. rad/m) Av( m2. rad/m) 

Low 0.8246 0.0206 0.4380 2.119 ×  10−7 4.032 × 10−7 

 

 

Figure 2. Electro-hydraulic actuator 

Now the relation between the actuation force and motor torque may be described as: 

𝐹𝑎𝑐𝑡 =  
𝑘𝑖 .  𝑖

𝑚𝑠𝑠2 + 𝑐𝑠𝑠 + 𝑘𝑠

 (13) 

where 𝐹𝑎𝑐𝑡 is the output force for an input current, 𝑖. To achieve the desired force, a force feedback control loop is required. 

A standard PID controller (named a force tracking controller) tune with Ziegler Nicholas is used for this. The various 

parameters of the electro-hydraulic actuator, used for simulation purposes, have been taken from [68]. The closed-loop 

control loop and the actuator's performance are shown in Figures 3 and 4, respectively. Figure 4(a) shows the actuator's 

ability to follow the maximum of 2000 N random force input, whereas Figure 4(b) shows the applied voltage given by 

the controller to track the desired force.   

 

Figure 3. Control loop of the electro-hydraulic actuator 
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(a) 
 

 

(b) 

Figure 4. Validation of actuator performance (a) desired and controlled force (b) command voltage 

4.1 Active Control Structure for Railway Vehicle 

In this paper, a multi-loop or decentralized control structure is developed to suppress the vibrations of the railway 

vehicle, as illustrated in Figure 5. From the Figure 5, the points are worth noting that the developed control structure 

constitutes two types of controllers: the system controller and the force tracking controller. The system controllers are 

three optimally tuned PID controllers used to generate the desired controlling force to control the vehicle body's lateral, 

roll, and yaw motion. On the other hand, the force-tracking controller generates the desired voltage to track the required 

controlling force. Based on the error and command signal, the three body motions are controlled by implementing the 

two electro-hydraulic actuators above the front and rear bogies. 

 

Figure 5. Decentralized control structure for railway vehicle 
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5.0 SYSTEM CONTROLLER AND OPTIMIZATION ALGORITHMS 

This section presents the description of the proposed PID controller and the different algorithms used to tune the 

controller parameters.  

5.1 PID Controller 

The most popular and widely recognized control algorithm for industrial control is proportional-integral-derivative 

control. Over the years, the applications of PID controllers have shown a significant impact in the field of Engineering. 

Its applications in control engineering have attracted many researchers because of its robust performance and simple 

operation over a wide range of operating conditions. As the name suggests, the PID controller consists of three 

parameters𝐾𝑃,𝐾𝐼 , and 𝐾𝐷, generally termed proportional, integral, and derivative constants. These three values of the 

controller can also be interpreted in terms of time, where 𝐾𝑃 depends on the present, 𝐾𝐼  depends on the future, and 𝐾𝐷 

depends on the past values of error. The fundamental equation of PID can be expressed as: 

𝑈(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫ 𝑒(𝑡) + 𝐾𝐷

𝑑𝑒(𝑡)

𝑑𝑡
 (14) 

Applying Laplace transform to Eq. (25), the controller action is expressed in terms of the transfer function as: 

𝐶(𝑠) =
𝑈(𝑠)

𝐸(𝑠)
= 𝐾𝑃 +

𝐾𝐼

𝑠
+ 𝐾𝐷  𝑠 (15) 

where, C(s) is the controller transfer function,E(s) is the error, U(s) is the output, 𝐾𝑃,𝐾𝐼 ,𝐾𝐷 are the controller proportional, 

integral, and derivative gains. 

Generally, when combined, these parameters will provide significant advantages in many applications. For example, 

the proportional control can produce a fast response, the integral control can eliminate the steady-state error, and the 

derivative control can increase the system's stability by reducing the overshoot and settling time. In this paper, PID can 

work as both a system and a force-tracking controller. 

5.2 Optimization Algorithms 

5.2.1 Ziegler-Nichols (Z-N) method 

To tune the PID parameters, firstly, the Z-N method proposed has been implemented, which comes under rule-based 

methods. The tuning rules of PID using Z-N are very simple, providing good controller parameter values.  Here, the step 

response of the plant assumes to have an S-shaped curve, as shown in Figure 6. From the curve, depending upon the value 

of L and T, a set of tuning parameters are established as given in Table 3, where L denotes the delay and T can be 

interpreted as the time constant calculated from the intersection of the tangent line with time axis and with the final value 

of the response, respectively. 

`  

Figure 6. S-shaped step response of the system 

Table 3. Gain parameters calculated usingthe Z-N method 

Controller 𝐾𝑃 𝑇𝑖  𝑇𝑑 

P 
𝑇

𝐿
 ∞ 0 

PI 0.9 
𝑇

𝐿
 

𝐿

0.3
 0 

PID 1.2 
𝑇

𝐿
 2L 0.5L 

The parameters obtained from these rules can be used as a good initial guess for the metaheuristic optimization algorithms 

discussed below. 
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5.2.2 Particle Swarm Optimization 

In recent years, the PSO algorithm has emerged as a potential tool for solving a wide range of problems in control 

engineering. The PSO algorithm uses the nature-inspired mechanism of bird flocking or fish schooling with a targeted 

position in searching for potential food. Kennedy et al. [41] proposed this algorithm in 1995, which uses the actions of 

swarm intelligence in which each particle focuses on finding the potential solution according to the given objective 

function. Each particle reaches its best position according to its own experience and awareness of the neighboring particle 

they are going through. Due to its diverse nature, such as by changing its parameters and population size, PSO can be 

easily used in conjunction with other heuristic algorithms. It uses in various kinds of applications, including financial 

studies [69], structural studies [70], electrical engineering [71], and automatic control systems [72]. In the control system, 

PSO is used mainly to solve the single or multi-objective function, which helps to get the desired transient and steady-

state responses. The present investigation employed this algorithm to solve a single objective multivariable optimization 

problem using for proposed vibration control structure. The working flow diagram of this algorithm for the presently 

investigated problem is shown in Figure 7(a). 

5.2.3 Ant Colony Optimization 

Ant colony optimization is a population-based algorithm that can be used to find the approximate solutions to 

Mathematical and Engineering problems. Marico Dorigo proposes ACO in the 1990s [42]. It is inspired by the foraging 

behavior of ant colonies whose goal is to find the shortest path from their nest to their food source. Ant leaves a chemical 

compound called pheromone that helps communicate with other ants. When an ant finds food, it carries as much of it as 

possible. When it returns, it leaves a pheromone on the paths based on how much and how well it ate. Ants can smell 

pheromones. So other ants can smell it and go in that direction. The higher the level of pheromone, the more likely it is 

that the ant will take that path, and the more ants that take that path, the more pheromone will be on that path.In other 

words, an ant who travels a shorter distance to a food source will return to the nest sooner. The probability equation for 

the ant move from i to j node is expressed as: 

𝑝𝑖,𝑗 =
(𝜏𝑖,𝑗

𝛼 ) (𝜂𝑖,𝑗
𝛽

)

∑(𝜏𝑖,𝑗
𝛼 ) (𝜂𝑖,𝑗

𝛽
)
 (16) 

where, 𝜏𝑖,𝑗= amount of pheromone on edge i, j, 𝛼= parameter to control the influence of 𝜏𝑖,𝑗, 𝜂𝑖,𝑗= Desirability of  

edge i, j, 𝛽= parameter to control the influence of 𝜂𝑖,𝑗 

There are various fields where ACO has successfully implemented to get the desired responses. These include the 

stabilization of the quadrotor [73], control of the human heart [74], load frequency control of nuclear power station [75], 

motor control of robotic arm[76], autonomous underwater vehicle [77], etc. This paper uses the ACO to tune the PID 

controller for vibration control application. The working flow diagram of this algorithm for the presently investigated 

problem is illustrated in Figure 7(b). 

5.2.4 Flow Direction Algorithm 

The flow direction algorithm is a newly metaheuristic optimization algorithm based on a physics-based algorithm. 

FDA was introduced by Hojat Karimi et al. [78]. It is inspired by the flow direction of the outlet point with the lowest 

height, achieving the optimal solution in the drainage basin. It utilizes the T8 method to find the flow direction in multi-

dimensional search space.Here, the direction of runoff flows toward the outlet determines the solving pattern. In a basin, 

the natural phenomenon of flow moving to a position with the lowest high is the basis of the search algorithm. After 

filling the sink, the slope at which it moves mimics the escaping nature of the algorithm from local minimum points. The 

performance of this algorithm has been tested only against the benchmark function and other applications, such as data 

clustering [60] and energy harvesting in the paper industry. However, it is also imperative to observe the performance of 

this algorithm toward such real-time dynamic optimization problems. Hence, in this paper, we proposed this algorithm to 

tune the PID parameters, which control the suspension system of railway vehicles. The various steps of the FDA to find 

the optimal solution are illustrated below, and the working flow diagram of proposed algorithm is illustrated in Figure 

7(c). 

Steps of FDA: 

1) Generating the initial population or flows. 

2) Calculate the objective function and consider the best objective function as the outlet point. 

3) Creating 𝛼 number of neighbors with a neighborhood radius of ∆ for each individual of the population or flows. 

4) Specify the objective function value for each neighbor and determine the best neighbor. 

5) If the best neighbor has a better objective function than the current flow, step VI should be implemented; otherwise, 

step VII is taken. 

6) Update the flow velocity vector and generate a new position of the flow. Update the flow velocity vector and 

generating a new position of the flow. 

7) Update the positions of flow. 
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8) Evaluate the objective function of new flows and update the objective function and position of the flows if it is better 

than previous flows.  

 

  

(a) (b) 
 

 

(c) 

Figure 7. Flow chart of optimization algorithm: (a) PSO, (b) ACO and (c) FDA 
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6.0 SYSTEM RESPONSE BASED ON SYSTEM CONTROLLER 

In order to achieve better ride comfort, the acceleration response of the vehicle body in translational as well as 

rotational motion should be minimized. Thus, from  matrix [C] the controlled outputs 𝑦 = 𝑦1 are defined as: 

[𝑦1] = [�̈�𝑐 , �̈�𝑐, Ӫ𝑐] (17) 

Since the time lag between the first and last set of wheel-sets is much less for a high-speed railway. Therefore, let: 

[𝑤] = [𝑌𝑎 , 𝜃𝑐𝑙 , �̇�𝑎 , �̇�𝑐𝑙]
T ≅ [𝑌𝑎1, 𝜃𝑐𝑙1, �̇�𝑎1, �̇�𝑐𝑙1, 𝑌𝑎2, 𝜃𝑐𝑙2 , �̇�𝑎2, �̇�𝑐𝑙2, 𝑌𝑎3, 𝜃𝑐𝑙3, �̇�𝑎3, �̇�𝑐𝑙3, 𝑌𝑎4, 𝜃𝑐𝑙4, �̇�𝑎4, �̇�𝑐𝑙4]T (18) 

The single loop control structure of the MIMO system is shown in Figure8. In which Figure 8(a) represents the 

complete form of a single loop used to control one motion; correspondingly, the simplified form of this loop is shown in 

Figure 8(b).   

 

(a) 
 

 

(b) 

Figure 8. Single loop structure of regulatory feedback system 

Thus, from Eqs. (10), (17), and (18), the two transfer function matrix, i.e., between the inputs (disturbance and control) 

and outputs of the system, can be evaluated as: 

𝑃(𝑠) = [
𝑝11(𝑠) ⋯ 𝑝1𝑛(𝑠)

⋮ ⋱ ⋮
𝑝𝑛1(𝑠) ⋯ 𝑝𝑛𝑛(𝑠)

] ;    𝐺(𝑠) = [
𝑔11(𝑠) ⋯ 𝑔1𝑛(𝑠)

⋮ ⋱ ⋮
𝑔𝑛1(𝑠) ⋯ 𝑔𝑛𝑛(𝑠)

] (19) 

where, [𝑃(𝑠)]𝑛×𝑛 represents the disturbance transfer function matrix having𝑛 no. of disturbance inputs and 𝑛 no. of 

outputs, and [𝐺(𝑠)]𝑛×𝑛 is a system transfer function matrix  having 𝑛 no. of control inputs and 𝑛 no. of outputs. 

Now, for a 𝑛 × 𝑛 control system, the transfer function matrix for the decentralized controller can be represented as: 

𝐶(𝑠) =
𝑈(𝑠)

𝐸(𝑠)
= [

𝑐11(𝑠)
0
⋮
0

0
𝑐22(𝑠)

⋮
0

…
…
⋮
…

0
0
⋮

𝑐𝑛𝑛(𝑠)

] (20) 

For the single-loop structure of the regulatory feedback system shown in Figure 7(b), the closed-loop transfer function 

between the input and output is: 

Likewise, the overall transfer function matrix of the decentralized control system can be written as follows: 

T(s)=
𝑌(𝑠)

𝑊(𝑠)
= [1 +  𝑝(𝑠)𝑐(𝑠)𝑔(𝑠) ]−1𝑝(𝑠) (21) 
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Now, if 𝐻𝑛𝑛(𝜔) is considered as frequency response function due to harmonically varying input of unit amplitude 

having frequency response function 𝑊𝑛(𝜔) for 𝑛𝑡ℎ input with all other input kept at zero. Then output and input of the 

system in the frequency domain are related by the relation as 

In the case of random input, the input is considered in terms of PSD, as stated above in Eqs. (11) and(12). Then the 

output mean square spectral density 𝑆𝑦(𝜔) is related to the input mean square spectral density𝑆𝑛(𝜔) as stated 

where, 

𝐻𝑛𝑛(𝜔) =
1

1 − (
𝜔

𝜔𝑛
)

2

+ 𝑗2𝜁𝑛 (
𝜔

𝜔𝑛
)
 

(25) 

where (
𝜔

𝜔𝑛
) is the normalized frequency and 𝜁 is the damping ratio. 

Then finally, the root mean square acceleration response is calculated as: 

𝑎0 = √
1

𝜋
∫ 𝜔4. 𝑆𝑛(𝜔)𝑑𝜔

𝜔2

𝜔1

 (26) 

7.0 RESULTS AND DISCUSSIONS 

This section evaluates the performance of the PID-based active suspension control system used for vibration control 

of railway vehicles. The effectiveness of the controller tuned with metaheuristic optimization algorithms was investigated 

in the frequency domain under random track disturbances. The results are characterized in terms of power spectral 

densities. A comparison was conducted between the proposed PID control with the Z-N, PSO, ACO, and FDA tuning 

strategies. The improvement of proposed control schemes over the passive system was evaluated based on the following 

proposed linear quadratic regulator cost function. 

𝐽 =  
1

2
∫ 𝑟1. 𝑥1 𝑚𝑎𝑥

2 + 𝑟2. 𝑥2 𝑚𝑎𝑥
2

𝑡𝑓

0

 (27) 

where 𝑟1and𝑟2 represent the maximum accelerations and control efforts required for the respective state. According to 

the cost function, the lateral, roll, and yaw motion can be regulated by changing the values of the coefficients𝑤1 (𝑚/𝑠2), 

and𝑤2(N). The appropriate choices of the coefficients for translational and angular motions are as follows: 𝑟1= 0.5, 𝑟2= 

2000. The various parameters of a railway vehicle (with loaded body mass) and track used in this study have been given 

in [22]. The simulation has been done in MATLAB/SIMULINK environment with a maximum step size of 1e-3. 

The performance of an optimization-based PID controller depends on how well the controller parameters are tuned 

within the constraints of the required objective function, which ultimately depends on the values of controller parameters. 

Thus, by taking the classical approach (Z-N) as training optimum parameters, this method can provide an excellent initial 

guess for controller parameters and be a benchmark in designing the PID with the other metaheuristic techniques.Each 

algorithm has been run ten times by setting the same number of iterations, particles, and other parameters. Then, the best 

convergence graphs to find the optimum values of the PID controller using these techniques have been given in Figure. 

9. Also, the best optimum PID parameters (𝐾𝑝 , 𝐾𝑝 , 𝐾𝑝), and the corresponding cost function (𝑂𝑓) values for lateral, roll, 

and yaw motion, results from classical and metaheuristic tuning, have been provided in Table 4. According to Figure 9, 

it is observed that although the convergence rate of PSO and ACO is substantially faster than the FDA, they are trapped 

in local minima, as demonstrated in Figures 9(a) and (b) do not guarantee an optimum solution. On the other hand, despite 

the rate of convergence of FDA being slower than PSO, ACO; still performs better for minimization of the cost function 

(𝑂𝑓) as illustrated in Table 4, and also does not have the problem of getting trapped into local minimum points, which 

shows the efficacy of the proposed algorithm over PSO and ACO. 

 

𝐻(𝑠) = 𝑑𝑖𝑎𝑔[(1 +  𝑝11(𝑠)𝑐11(𝑠)𝑔11(𝑠)]−1𝑝11(𝑠)); (1 + 𝑝22(𝑠)𝑐22(𝑠)𝑔22(𝑠)]−1𝑝22(𝑠)) ; … … … … . ; (1
+  𝑝𝑛𝑛(𝑠)𝑐𝑛𝑛(𝑠)𝑔𝑛𝑛(𝑠)]−1𝑝𝑛𝑛(𝑠))] 

(22) 

𝑌𝑛(𝜔) = 𝐻𝑛𝑛(𝜔) × 𝑊𝑛(𝜔) (23) 

𝑆𝑦(𝜔) = |𝐻𝑛𝑛(𝜔)|2 × 𝑆𝑛(𝜔) (24) 



Nitish et al. │ Journal of Mechanical Engineering and Sciences │ Vol. 17, Issue 3 (2023) 

jmes.ump.edu.my  9648 

Figure 9. Convergence curves for: (a) lateral, (b) roll, and (c) yaw motions 

Table 4. PID parameters and cost function values resulted from different tuning algorithms 

(a) For lateral  motion 

𝑖𝑛𝑑𝑒𝑥 𝐾𝑃 𝐾𝐷 𝐾𝐼  𝑂𝑓 

Z − N 4.256e-03 2.801e-03 1.064e-03 - 

PSO 2.516e-03 3.453e-03 3.224e-03 0.147 

ACO 2.072e-03 1.273e+03 0.626e-03 0.152 

FDA 6.273e-02 7.736e-02 8.635e-03 0.143 

(b) For roll motion 

𝑖𝑛𝑑𝑒𝑥 𝐾𝑃 𝐾𝐷 𝐾𝐼  𝑂𝑓 

Openloop - - - - 

Z − N 1.873e-03 4.403e-03 2.463e-03 - 

PSO 2.251e-03 3.516e-04 8.557e-4 0.197 

ACO 2.982e-03 3.057e-03 4.560e-03 0.132 

FDA 4.684e-02 8.362e-02 5.122e-02 0.033 

(c) For yaw motion 

𝑖𝑛𝑑𝑒𝑥 𝐾𝑃 𝐾𝐷 𝐾𝐼  𝑂𝑓 

Open loop - - - - 

Z − N 4.205e-04 3.011e-04 1.836e-04 - 

PSO 2.056e-05 4.773e-04 4.263e-04 0.577 

ACO 1.026e-03 3.544e-03 1.884e-03 0.382 

FDA 4.835e-03 8.272e-03 5.021e-03 0.018 

 

  

       (a)          (b) 

  

 

(c) 
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8.0 SIMULATION RESULTS 

8.1 Frequency Domain Responses of Acceleration of the Body    

To illustrate the efficiency of an optimally tuned PID controller in the frequency domain, two types of random track 

excitations (lateral alignment and cross-level) that act together have been considered as input. Using Eq. (24), the power 

spectral densities of the vehicle body's lateral, roll, and yaw accelerations of the open loop and closed loop control systems 

have been evaluated and are given in Figure 10. Also, the root means square values and the percentage improvement of  

RMS value of lateral, roll, and yaw acceleration over the passive system (open loop) are given in Table 6. The percentage 

improvement of RMS values using different tuning algorithms over the passive system has been calculated by using the 

following equation:  

% improvement of RMS =  
𝑝𝑠 − 𝑐𝑠

𝑝𝑠

× 100 (28) 

where 𝑝𝑠 and 𝑐𝑠 are the RMS values of the passive and different PID-tuned control systems, respectively. 

Until specified otherwise, the results we discussed below compare the three metaheuristic algorithms, PSO, GWO, 

and FDA, not with the classical tuning approach, i.e., Z-N. In the case of vertical motion, Figure 10(a) shows that the PID 

controller effectively reduces the two resonant peaks of lateral acceleration tuned with all three metaheuristic algorithms. 

However, among metaheuristic algorithms, FDA performs better in attenuating the lateral vibration at the range (0-20) 

rad/s. Also, the % improvement of lateral acceleration with the FDA algorithm over the passive system is 42.01%, which 

is comparatively higher than that of other optimization algorithms, as shown in Table 5(a). Observing Figure 10(b), it can 

be seen that the resonant peaks of roll acceleration are most successfully attenuated with the active suspension system 

tuned with FDA, as it can able to reduce the lateral vibration up to 33.12%, which is more than that of other tuning 

algorithms as rendered in Table 5(b). 

From Figure 10(c), it is observed that the resonant peak of yaw acceleration at the range (0 -18) rad/s is successfully 

reduced with a suspension system controlled by an optimally-tuned PID controller, where the proposed FDA algorithm 

dominates the other tuning methods. The dominance of the PID controller with a hybrid algorithm over PSO and ACO is 

also verified in Table 5(c), where we can see that the suspension system tuned with the FDA can reduce the vibration 

level up to 48.24%, which is the highest among all the tuning algorithms. 

 

 

(a) (b) 

 

 

(c) 

Figure 10. Power spectral densities of vehicle body acceleration under random track inputs (a) lateral acceleration ) (b) 

roll acceleration and (c) yaw acceleration 
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Table 5. RMS, ‘g‘ values and % improvement of vehicle body acceleration under random track disturbances 

(a) For lateral motion 

𝑖𝑛𝑑𝑒𝑥 Open-loop Z-N PSO ACO FDA 

RMS Values 3.142e-03 2.552e-03 2.182e-03 1.895e-03 1.822e-03 

‘g’ values 3.142e-04 2.552e-04 2.182e-04 1.895e-04 1.822e-04 

% improvement - 18.77 % 30.55 % 39.68 % 42.01 % 

(b) For roll motion 

𝑖𝑛𝑑𝑒𝑥 Open-loop Z-N PSO ACO FDA 

RMS Values 2.221e-03 1.712e-03 1.430e-03 1.124e-03 0.823e-03 

‘g’ values 2.221e-04 1.712e-04 1.430e-04 1.124e-04 0.823e-04 

% improvement - 12.11 % 18.73 % 25.98% 33.12 % 

(c) For yaw motion 

𝑖𝑛𝑑𝑒𝑥 Open-loop Z-N PSO ACO FDA 

RMS Values 2.532e-03 1.901e-03 1.421e-03 1.142e-03 0.828e-03 

‘g’ values 2.532e-04 1.901e-04 1.421e-04 1.142e-04 0.828e-04 

% improvement - 17.86 % 31.45 % 39.34 % 48.24% 

The time histories of the acceleration of the vehicle body`s motions under random track irregularities have been shown 

in Figure 11. Figure 11 shows that the improvement of car body acceleration in all three modes using the active suspension 

system shows better attenuation than the passive system. It is worth noting that the reduction in acceleration amplitude 

using all three optimization techniques is very close to each other. Among them, the proposed algorithm FDA used to 

tune the PID parameters shows better vibration isolation than PSO and ACO.   

Moreover, the time histories of controlling force given by the hydraulic actuator used to control the car body 

accelerations under random track irregularities have also been shown in Figure 12.  Figure 12 shows that with the optimum 

tuning of the system controller with metaheuristic algorithms, the force-tracking ability of PID is also improved. It can 

track the desired force in the optimum range according to the proposed cost function.  However, among all metaheuristic 

algorithms, FDA proves that it can follow the command force as closely as possible. From the simulation results shown 

and discussed in this section, it is observed that the improvement of acceleration of the vehicle body in all three modes 

using the PID controller tuned with three metaheuristic algorithms is remarkable as compared to the passive system and 

Z-N tuning approach. It is also noticeable that among the three metaheuristic algorithms, the controller tuned with the 

proposed FDA provides better attenuation than the controller tuned with the other two metaheuristic algorithms. 

The performance of the proposed model also shows better results, as reported by previous research [7, 34, 79, 80], 

where the RMS reduction of the vehicle body is than 30 %. Therefore from these observations, we can say that the ride 

quality of railway vehicles with active suspension systems controlled with an optimal tuned PID controller is significantly 

improved compared to the passive system. 

 
 

(a) (b) 

Figure 11. Time histories of vehicle body acceleration under periodic track disturbances (a) lateral acceleration, (b) roll 

acceleration 
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(c) 

Figure 11. (cont.) (c) yaw acceleration 

 

               
(a) (b) 

 

 

(c) 

Figure 12.Time histories of active force for different motions of a railway vehicle: (a) lateral motion, (b) roll motion and 

(c) yaw motion 

9.0 VALIDATION OF RESULTS WITH EXPERIMENTAL DATA 

The results of the proposed analytical model of LHB coach with passive and active suspension (tuned with different 

optimization) are validated using the oscillations test results. In particular, Research Design and Standard Organization 

conducted the test trials on a prototype Linke-Hofmann-Busch chair car to evaluate the acceleration and ride comfort in 

a test speed range of 33.33–55.55 m/s (120–200 km/h). The acceleration values have been evaluated using the coil and 

air springs as secondary suspensions. In the measurement, accelerometers and displacement sensors are connected by a 

cable to the data acquisition system in the equipment cabin. During oscillation test trials, these sensors capture acceleration 

and displacement signals on the axle box of the wheelsets, the car's floor, and the test coach's bogie frame. The 

experimental and simulated results of acceleration in the lateral directions at the speed of 200 km/h (55.55 m/s) have been 

compared, as shown in Figure 12. From Figure 13(a) and (b), it should be noted that the values of accelerations produced 

using the simulated model show a significant agreement with the experimental data of lateral acceleration. Figure 13 
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shows that the active suspension system controlled by metaheuristic-based PID improves ride comfort compared to the 

passive system. 

 
 

(a) (b) 

Figure 13. Comparison of simulated results of lateral acceleration with experimental data in case of (a) air spring and 

(b) coil spring 

10.0 CONCLUSIONS 

In this paper, an active suspension system controlled by an optimal tuned PID controller is proposed to reduce the 

translational and angular vibrations of the car body. A 17-DOF dynamic model of a full-scale railway car with wheel-rail 

forces and active suspension was developed. After the development of the dynamic model, a decentralized control 

structure with three independent optimally tuned PID controllers, named system controllers, was utilized to estimate the 

desired force. Then, an electro-hydraulic-based suspension system was used to suppress the vibration of the car body. A 

new optimization method termed FDA was suggested to determine the optimum force for the suspension system. The 

simulated results were compared with a passive system and two other metaheuristic tuning algorithms (PSO, ACO). The 

car body's lateral, roll, and yaw accelerations under random track irregularities were investigated in frequency domains 

in the form of PSDs. According to simulation and analysis, the proposed optimization algorithm-based PID provides a 

good trade-off between maximum acceleration and control effort. But the controller tuned with FDA provides the best 

solution for the proposed cost function. The results show that the PID controller tuned with metaheuristic algorithms 

better suppresses resonant peaks over a wide range of frequencies. The superiority of the proposed controller is also 

verified as it can reduce the lateral, roll, and yaw acceleration up to 42.01 %, 33.12 %, and 48.24 %, respectively, 

compared to the passive system. Moreover the simulated acceleration results were compared against the experimental 

data to prove the validity of the proposed work. The comparison shows that the proposed system's results show a more 

significant agreement with the experimental data. Therefore, from the above discussions, it is clear that the ride quality 

of railway vehicles with active suspension systems tuned with metaheuristic algorithms is superior to those of railway 

vehicles with passive suspension systems.However, among metaheuristic approaches, the flow direction algorithm 

provides the best optimum results compared to particle swarm and ant colony optimization. In the future, the ride quality 

of railway vehicles could also be enhanced using a hybrid control structure tuned with a multi-objective cost function. 
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