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INTRODUCTION 

Click-through rate prediction is very important and is considered one of the most profitable stories in the machine 

learning domain. Click-through rates need to be predicted accurately because accurate prediction results determine 

whether the click-through rate is exactly clicked or not by the viewing consumer. In previous research, there were no 

more optimal predictions in the Deep Neural Networks method for the Advertising dataset [1] and Social Network dataset 

[2] (click-through rate), especially for consumers who only click on ads or don't click on ads [3][4][5]. Click-through rate 

prediction has been used historically in every type of ads format like search engine, textual and contextual ads, video ads, 

and others. Rapid development of Ads network and click-through rate prediction require huge data analysis [6].

 Dataset Advertising [1], known as internet advertising or online marketing is one of the fastest growing and most 

profitable businesses. One of the datasets containing an advertising dataset can be obtained from Kaggle which contains 

1,000 samples and ten features consisting of a "timestamp" column which is expressed as a dataset which consists of 

month, day, and time [3]. In the dataset [1], the researcher carried out the pre-processing stage, namely by converting the 

"country" and "city" columns into unique integer values, performing feature selection by deleting the Ad Topic Line 

column based on previous research references [7], and performing Extracting date by separating month, day, and time in 

the "timestamp" column. Therefore, there are differences in the features of the dataset that we used in this study when 

compared to research [3]. This allows different results from previous studies. The dataset of Social Network ads [2] is an 

advertising dataset retrieved from the Kaggle dataset repository and is a standard dataset [5].  In dataset [2], we also 

carried out the pre-processing stage by converting the "gender" column into a unique integer value.  Therefore, there are 

differences in the features of the dataset that we used in this study when compared to research [5]. 

In advertising production, click-through predictions are very influential for the company that places the ads. 

Companies must also know whether the ads are actually seen by the user or just clicked on it. In addition to predicting 

the click-through rate of an ads, the use of the model or algorithm used is also very important in analyzing the click-

through rate that occurs.  

Machine learning approaches have the ability to overcome these limitations. This approach has been carried out in 

several previous studies by comparing several methods such as support vector machine, logistic regression, random forest, 

and decision tree [7] [6]. Previous studies have also compared several datasets and methods [4][3]. 

The Deep Neural Network approach has the ability to solve this problem by using a variety of hyperparameters used 

including 2 forms of layer decoder and encoder, 3 variations of hidden layers (3 hidden layers, 4 hidden layers, and 5 

hidden layers), 2 variations of the activation function namely ReLu and Sigmoid, 3 variants of the optimization 
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(RMSprop, Adam, and AdaGrad), and 3 variations of learning rate (0.1, 0.01, 0.001) as carried out in previous studies 

[8]. 

Deep Neural Networks are part of the broad field of AI, namely the science and engineering of creating intelligent 

machines that have the ability to achieve goals like humans do [9]. DNN has more than 3 layers (input layer, hidden layer, 

and output layer), in other words Multilayer perceptron with more layers. Because the layers are relatively many, it is 

called Deep. The learning process at DNN is known as Deep Learning [10].  Each layer has multiple nodes and nodes 

from adjacent layers are fully connected and have a bigger data processing capacity that is stronger than ANN 

[11][12][13]. 

AdaGrad optimization is more sophisticated and sets the inversely proportional scaling of the learning rate to the 

square root of the cumulative squared gradient. AdaGrad is not effective for all DNN training. Since the change in learning 

rate is a function of the historical gradient, AdaGrad becomes prone to convergence. The RMSProp algorithm is a 

modification of the AdaGrad algorithm to make it effective in nonconvex problem spaces. RMSPod replaces the 

summation of the squared gradients in AdaGrad with an exponentially decreasing average of the gradient, effectively 

dropping the impact of the historical gradient. Adam demonstrated that adaptive moment estimation is the latest evolution 

of an adaptive learning algorithm that integrates ideas from AdaGrad, RMSProp, and momentum. Just like AdaGrad and 

RMSPod, Adam provides individual learning levels for each parameter. Adam benefits from both the previous methods 

doing a better job of handling non-stationary goals and noisy and infrequent gradient problems. Adam uses the first 

moment (i.e., the mean as used in RMSProp) as well as the second moment of the gradient (uncentralized variance). The 

exponential moving average of the squared gradient [8]. 

This research is very important to determine the effectiveness of an advertisement on a mobile application from the 

side of the application user and the party doing the advertising. The specifics of this research are important because the 

prediction of click-through rate is one of the most frequently used criteria to determine advertising effectiveness. In ad 

production, click-through predictions are very influential for the company that places the ad. This relates to the profits 

earned by advertisers. Therefore, it is very important to predict the click-through rate. Click-through predictions can be 

used by models or algorithms. It is necessary to determine the best model or algorithm. Therefore, this study aims to get 

a deep learning model that is able to predict click-through rates with good accuracy. For this purpose, this study uses two 

data sets, namely advertising and social network dataset [2] and proposes the application of a Deep Neural Network 

(DNN) model by testing hyperparameter variations to find an architecture that is better at predicting click-through rates. 

The hyperparameter variations include 3 variations of the optimizer (RMSprop, Adam, and Adagrad), 2 variations of the 

activation function, namely ReLu and Sigmoid, 3 variations of the learning rate (0.1, 0.01, and 0.001), and 3 variations 

of the hidden layer. 

In this study, the authors continue the previous research [14] by proposing a prediction of click-through rate using the 

Deep Learning algorithm for comparison of two datasets in predicting click-through rate by doing different pre-processing 

from the previous studies in order to get more optimal results 

RELATED WORK 

Research related to the prediction of click-through rate has been done by many previous researchers. Dan [3] 

conducted research on the prediction of click-through rate with the proposed algorithms including SVM, DNN, LR, FM, 

DSL, AND, GAN, and MTF. The results showed that the MTF method obtained the highest score of 0.69 with Avazu 

data, 0.68 with Avito data, 0.67 with Talking data, 0.91 with Kad data, and 0.65 with Corpon data, but the accuracy results 

produced can still be improved. Research conducted by Ying [3] shows the prediction of click-through rate by testing 

several data and methods. The method used from the research results shows that the RTILKE method produces significant 

predictions with the acquisition of AUC 0.86 with Display data of 0.87 with Avazu data, 0.89 with Avito data, 0.83 with 

Talking data, and 0.89 with Kad data while the results with the DNN method with AUC 0.69 with data Display of 0.67 

with Avazu data, 0.57 with Avito data, 0.65 with Talking data and 0.66 with Card data, but the accuracy results produced 

can still be improved. 

Similar research was also conducted by Thejas [15] with the aim of increasing site revenue or managing revenue from 

advertising by combining several datasets and two learning models for the transformation and classification of features 

with the results of 90.4% RF accuracy, 93.2% SVM, 94.2% GBDT, 94.6% NB, 96% ETCF and 96.4% CFXGB. 

Researcher by author's name Saraswathi [6] conducted a study on the precision level of the custom model being 

observed to be 96% which is much higher than the standard model. This file is used in an iOS application, to read input 

component and give results 0 or 1. Along with the information of this framework built, accuracy of click prediction 

framework click-through rate which can anticipate if user click promotion increases up to 96% where previously this 

model had speed precision of only 92%. 

Research on click-through prediction [7] conducted an empirical study of the association of various web exploitation 

techniques to predict whether a click-through rate will be clicked or not. The results obtained show that the SVM 

algorithm is better than other algorithms with an accuracy of 97.5%.  

Furthermore, Poulomi [5] conducted a study to investigate six types of Machine Learning, Classifier algorithms (i.e. 

Logistics Regression, SVM, Naive Bayes, KNN, Decision Tree, and Random Forest). In this study, they demonstrated 

their comparative analysis and predicted whether someone will buy a certain product immediately after being launched 
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on the market. The results of the research show the accuracy level of Support Vector Machine of 93%, Naïve Bayes of 

90%, Logistic Regression of 89%, K-Nearest Neighbour of 93%, Decision Tree of 91%, and Random Forest of 92%.  

Similar research was also conducted by Tulin [16] which conducted a Prediction of Advertisement Clicks-based 

research with the aim of increasing the click-through rate of digital media in the most efficient way to increase the market 

share. The results show that XGBoost gives the highest R-Squared value of 81% in the prediction of all metrics used in 

this study. Research conducted by Hary [17] predicted a false job vacancy click-through rate. The evaluation and 

validation model used Naïve Bayes as the baseline model and Stochastic Gradient Descent as the final model. For the 

Naïve Bayes model, the accuracy value is 0.971 and the F1 score is 0.743 while the Stochastic Gradient Descent obtained 

an accuracy value of 0.977 and an F1 score of 0.81. This final result shows that Stochastic Gradient Descent has slightly 

better performance than Naïve Bayes. 

The latest research related to click-through rate prediction was carried out by Oscar [18] regarding bank promotion 

with the DNN algorithm using multi-layer interconnected input and output layers where each hidden layer has 3 variations 

including 2 architectures, 3 learning variations, and 3 optimization variations with an accuracy of 90% using the DNN 

method. Related work can be seen in Table 1. 

Table 1. Related Research 

Authors Dataset Accuracy 

Dan Jiang, Rongbin 

Xu, Xin Xu, Ying Xie, 

(2021) [3] 

Avazu (40 million), Avito (20 

million), Gifts (1,000), Talking (18.7 

million), and Coupon-purcase (2.8 

million) 

The DNN method produces AUC 0.69% for 

Avazu data, 0.66% for Avito data, 0.57% for 

Talking data, 0.65% for gift data and 0.64% for 

Corpon data. The highest MTF 0.91% Card data. 

Xie, Y., Jiang, D., 

Wang, X., & Xu, R. 

(2019). [4] 

Avazu (40 million), Avito (20 

million), Gifts (1,000), Talking (18.7 

million), and Display (46 million). 

DNN method AUC 0.69% Display data, 0.67% 

Avazu data, 0.57% Avito data, 0.65% Talking 

data and the highest is RTILKE 0.89% Kad data. 

Thejas (2020) [15] Double click scam Method RF 90.4%, SVM 93.2%, GBDT 94.2%, 

NB 94.6%, ETCF 96% and CFXGB 96.4%. 

Saraswati (2019)  [6] Advertising (1000) RL accuracy is 92%, SVM accuracy is 92% and 

DT accuracy is 92% and RF accuracy is 96%. 

Mahindra, Jitendra 

(2020) [7] 

Advertising (1000) SVM method with 97.5% accuracy results. 

 Poulomi (2019) [5] Social_Network_Ads (400) SVM 93%, NB 90%, LR 89%, KNN 93%, DT 

91%, and RF 92%. 

Tulin (2019) [19] OTA Dashboard (800,237K) The XGBoost method has the highest R-Squared 

value of 81% 

Hary, sabita (2021) 

[17] 

Job vacancies (17.880K) Naïve Bayes accuracy 0.971% and F1 score 

0.743%. Stochastic Gradient Descent accuracy 

0.977% and F1 score 0.81% 

Orcar, Maulidiah 

(2021) [18] 

Telemarketing 3 hidden layers, learning rate and 10 epochs 

produce the highest accuracy of 90% with the 

DNN method 

 

PROPOSED METHOD 

An overview of the method is the flow of the experiments carried out, among others, starting from the preparation 

stage of the advertising and social network dataset [2] taken from the official Kaggle website. The next stage is conducting 

pre-processing data which aims to obtain data that is ready to be used for testing the proposed model. The next stage 

evaluates the performance of the model or algorithm by doing cross validation and the last step is testing the model based 

on the pre-processing data stage model to get optimal accuracy results in predicting click-through rate. The following is 

a click-through rate research method that can be seen in Figure 1. 
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Figure 1. Proposed Method 

Data Pre-processing 

Data Pre-processing is a technique for preparing data in such cases as cleaning data from noise or changing data 

formats [20]. 

a. Engineering Features 

Extracting date is one of the Feature Engineering used in this research phase. Extracting date is done by 

separating the month, day, and time contained in the timestamp feature. Therefore, 3 new attributes appear, 

namely month, day, and time. This attribute will explain when the user clicks on the click-through rate on 

advertising data. 

b. Selection Features 

Deletion of several features in the dataset based on previous research references. Removed features are Ad Topic 

Line and Timestamp. 

c. Featured Correlation 

Feature Correlation is used to see the correlation between attributes [21] [22]. The more positive the correlation 

value, the better the classification results will be obtained. If the resulting correlation is negative, then it can be 

considered for deleting attributes because it will affect the model results to be obtained 

Cross Validation 

After preparing the pre-processing data, the next step is Cross-validation which is used as a test data for model 

validation or evaluation. In this study, cross-validation was used 5 times. 

Dataset Test 

The proposed DL algorithm model is the DNN method. The model was then experimented by comparing two datasets 

that predict click-through rates. Furthermore, optimization was carried out by setting the model parameters. Optimal 

parameters can produce a good model so that the author conducts several experiments on the model as follows: 

a. Comparing the number of hidden layers. 

b. Comparing the number of epochs on a pre-determined model. 

c. Comparing the use of optimization. 

The parameters used can be seen in Table 2. 
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Table 2. Parameters of Deep Neural Network 

Parameter Parameter Value 

Activation Input Layer  ReLU (Rectified Linear Unit) 

Activation Hidden Layer ReLU (Rectified Linear Unit) 

Activation Output Sigmoid 

Optimization Adam , RMSprop, Adagrad 

Learning Rate 0.1, 0.01, 0.001 

Epoch 50 

Batch Size 50 

 

Table 2 describes the parameters used in the DNN architecture. The tests carried out vary such as the value of learning 

rate, epoch, and batch size using the activation function on the type of layer and the type of optimization that will be used 

in this study. 

Description of Dataset 

The data used was obtained from public data on Kaggle under the name of the advertising dataset [1] in Table 3 and 

the social network dataset [2] in Table 4.      

Table 3 shows a collection of Advertising dataset [1] which has ten variables in the form of Daily time spent on site, 

age, income area, daily internet usage, ads topic line, city, male, count, timestamp, and clicked-on-ads with a total of 1000 

datasets. The use determination of a sample of 1000 datasets refers to research references [3] and [2] [5]. 

 

Table 3. Advertising Dataset 

Daily 

Time 

Spent 

on Site Age 

Area 

Income 

Daily 

Interne

t Usage Ad Topic Line City Male Country 

Timestam

p 

Clicke

d on 

Ad 

68.95 35 61833.9 256.09 

Cloned 

5thgeneration 

orchestration Wrightburgh 0 Tunisia 

27/03/201

6 00:53 0 

80.23 31 

68441.8

5 193.77 

Monitored 

national 

standardization West Jodi 1 Nauru 

04/04/201

6 01:39 0 

69.47 26 

59785.9

4 236.5 

Organic 

bottom-line 

service-desk Davidton 0 

San 

Marino 

13/03/201

6 20:35 0 

74.15 29 

54806.1

8 245.89 

Triple-

buffered 

reciprocal 

time-frame 

West 

Terrifurt 1 Italy 

10/01/201

6 02:31 0 

68.37 35 

73889.9

9 225.58 

Robust 

logistical 

utilization 

South 

Manuel 0 Iceland 

03/06/201

6 03:36 0 

59.99 23 

59761.5

6 226.74 

Sharable 

client-driven 

software Jamieberg 1 Norway 

19/05/201

6 14:30 0 

88.91 33 

53852.8

5 208.36 

Enhanced 

dedicated 

support Brandonstad 0 Myanmar 

28/01/201

6 20:59 0 

66.0 48 

24593.3

3 131.76 

Reactive local 

challenge 

Port 

Jefferybury 1 Australia 

07/03/201

6 01:40 1 

74.53 30 68862.0 221.51 

Configurable 

coherent 

function West Colin 1 Grenada 

18/04/201

6 09:33 0 

 

 

Table 4 shows a collection of social network dataset [2] that has five variables in the form of user id, gender, age, 

estimated salary, and purchased with a total of 400 data. 
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Table 4. Social Network Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

Advertising dataset [1] consisting of 1000 datasets has two class labels, namely not clicking click-through rate (0) and 

clicking click-through rate (1) of which 500 datasets are not clicking click-through rate and 500 datasets are clicking 

click-through rate. The class distribution statistics can be seen in Figure 2. 

 

 

Figure 2. Research Methodology Dataset Advertising [1] 

 

Social network dataset [2] consisting of 400 datasets has two class labels, namely not clicking click-through rate (0) 

and clicking click-through rate (1) of which 257 datasets are not clicking click-through rate and 143 datasets are clicking 

click-through rate. The class distribution statistics can be seen in Figure 3. 

 

User ID Gender Age EstimatedSalary Purchased 

15624510 Male 19 19000 0 

15810944 Male 35 20000 0 

15668575 Female 26 43000 0 

15603246 Female 27 57000 0 

15804002 Male 19 76000 0 

15728773 Male 27 58000 0 

15598044 Female 27 84000 0 

15694829 Female 32 150000 1 

15600575 Male 25 33000 0 
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Figure 3. Research Methodology Dataset Social Network 

RESULTS AND DISCUSSION 

Pre-processing 

The pre-processing carried out in the study has several stages including removing unnecessary attributes, adding new 

attributes, feature engineering, feature correlation, and checking for missing values with the aim of producing clean data 

so that it can be used in model testing. 

a. Engineering Features 

Feature Engineering used in this research phase, namely extracting date was done by separating the month, day, and 

time contained in the timestamp feature. Therefore, 3 new attributes appear, namely month, day, and time. This attribute 

will describe the time where the user clicked the click-through rate. The timestamp features before separation can be seen 

in Table 5. 

Table 5. Features of Extracting Timestamp 

Before After 

Timestamp Month Day Time 

3/27/2016 0:53 3 27 0 

04/04/2016 01:39 4 4 1 

3/13/2016 20:35 3 13 20 

01/10/2016 02:31 1 10 2 

06/03/2016 03:36 6 3 3 

 

The advertising dataset [1] transformation was carried out on the city and country features while the social network 

dataset [2] collection was also performed on gender features. An example of data before and after data transformation 

can be seen in Table 6. 

 

Table 6. Transformation Features of City, Country, and Gender 

Dataset Advertising Dataset Social Network 

Before After Before After 

City Country City Codes Country Codes Gender Gender 

Wrightburgh Tunisia 961 215 male 1 

West Jodi Nauru 903 147 male 1 

Davidton 
San 

Marino 
111 184 female 0 

West Terrifurt Italy 939 103 female 0 

South Manuel Iceland 805 96 male 1 
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b. Selection Features 

At this stage, feature selection was carried out by deleting several features in the dataset based on previous research 

references [7]. Removed features are Ad Topic Line and Timestamp. Therefore, the dataset that is ready to be processed 

is based on Table 7 as follows: 

Table 7. Dataset after Pre-processing 

Daily 

Time 
Age 

Area 

Income 

Daily Internet 

Usage 

City 

Code

s 

Country 

Codes 

Mal

e 

Mont

h 

Da

y 

Tim

e 

Clicked 

on Ad 

68.95 35 61833.9 256.09 961 215 0 3 27 0 0 

80.23 31 68441.85 193.77 903 147 1 4 4 1 0 

69.47 26 59785.94 236.5 111 184 0 3 13 20 0 

74.15 29 54806.18 245.89 939 103 1 1 10 2 0 

68.37 35 73889.99 225.58 805 96 0 6 3 3 0 

59.99 23 59761.56 226.74 282 158 1 5 19 14 0 

 

Based on Table 7 above, the features in the advertising dataset [1] that will be used in model testing are Daily Time, 

Age, Area Income, Daily Internet Usage, City Codes, Country Codes, Male, Month, Day, Time, and Clicked-on-Add as 

data classes. 

Table 8. Dataset after Pre-processing 

User ID Gender Age Estimated Salary Purchased 

15624510 1 19 19000 0 

15810944 1 35 20000 0 

15668575 0 26 43000 0 

15603246 0 27 57000 0 

15804002 1 19 76000 0 

15728773 1 27 58000 0 

 

Based on Table 8 above, the features in the social network dataset [2] that will be used in model testing are User id, 

gender, age, estimated salary, and purchased as data classes. 

Model Experiment Results 

Experiments were carried out on one of the deep learning methods, namely the Deep Neural Network. There are three 

stages carried out on the DNN model, namely by optimizing RMSprop and Adam, and by continuing with AdaGrad 

optimization by activating based on data that has been pre-processed previously, with 5 times cross-validation on both 

predictions of Click-through rate data. 

The following are the most optimal results from the performance of the DNN model with RMSprop optimization, 

Adam, and AdaGrad optimization can be seen in Table 9. 

 

Table 9. DNN Model Performance Results 

Dataset Optimization 

Model Performance Results 

Epoch/ Batch 

Size 

Learning 

Rate 

Hidden 

Layer 
Accuracy AUC 

Precision-

Recall 

Advertising RMSprop 

50 

0.001 3 99.30% 99.29% 

Adam 0.01 3 99.90% 99.89% 

Adagrad 0.1 3 99.50% 99.49% 

Social 

Network 

RMSprop 0.01 5 91.25% 90.24% 87.63% 

Adam 0.1 5 92.25% 92.72% 89.70% 

Adagrad 0.1 5 90.25% 89.31% 86.31% 

 

The results of the Advertising dataset [1] research from the results of the optimized model performance of all the 

models that have been tried show that the DNN model with Adam optimization gets the best model performance results 

with accuracy of 99.90%, AUC of 99.90%, and Precision-Recall of 99.89%. Meanwhile, the results of the research on 

social network datasets [2] show that the DNN model with Adam optimization gets the best model performance with an 

accuracy of 92.25%, AUC of 92.72%, and Precision-Recall of 89.70%. The results of the best model performance will 

then be used as a proposed predictive model. 
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Selected Parameters 

After experimenting with the DNN model comparing the three optimizations of RMSprop, Adam, and AdaGrad and 

then comparing the use of the three selected optimizations, the DNN parameters selected as the proposed predictive model 

were obtained and can be seen in the Table 10. 

 

Table 10. DNN Model Performance Results 

Dataset Advertising Dataset Social Network 

Parameter Parameter Value Parameter Parameter Value 

Input Layer 10 Input Layer 4 

Hidden Layer 3 Hidden Layer 5 

Activation Input ReLU Activation Input ReLU 

Activation Output Sigmoid Activation Output Sigmoid 

Optimization Adam (Lr=0.01) Optimization Adam (Lr=0.1) 

Epoch 50 Epoch 50 

Batch Size 50 Batch Size 50 

 

Selected parameters from the advertising dataset [1] are input layer of 10, hidden layer of 3, ReLu input activation, 

sigmoid output activation, Adam optimization with Learning Rate of 0.01, epoch of 50, and batch size of 50 while the 

selected parameters of social network dataset are input layer of 4, hidden layer of 5, ReLu input activation, sigmoid output 

activation, optimization, Adam with Learning Rate of 0.1, epoch of 50, and batch size 50. 

Comparison of the results of the proposed research with previous research 

At the comparison stage, the accuracy displays the results of the DNN model with a comparison of the model with 

previous studies. This stage is carried out to see the novelty or novelty of the experimental results from previous studies 

using the same data set. The following is a comparison of results can be seen in Table 11 as follows. 

 

Table 11. Comparison of Research Results 

Dataset Algorithms AUC/ROC Accuracy Precision-recall 

Advertising 
DNN Xie [3] 66.00% - - 

Model DNN 99.90% 99.90% 99.89% 

Social Network 
SVM  Poulomi  [5] - 93.00% 89.00% 

Model DNN 92.72% 92.25% 89.70% 

 

Comparison of the results of research that has been done with previous research with advertising datasets [1] using 

the DNN method of previous studies [3] with AUC result of 66.00%. The findings of this study indicate that the AUC 

value in the advertising dataset [1] increased by 33.90% with an accuracy value of 99.90% and a precision-recall of 

99.89%. The social network dataset of the previous research [2] reached 92.72% where the previous research [5] was not 

included. Another finding of this study resulted in a higher precision-recall value compared to [5] which was 89.70% 

even though the accuracy is 0.75% lower. 

CONCLUSION 

The DNN model can be used as a prediction of the best click impression ratio to estimate the possibility of users 

clicking on ads or products on the advertising dataset [1] that has been tried. After pre-processing, the results were more 

optimal than those that were not pre-processed in previous studies. From the accuracy comparison of the two datasets, 

the most optimal advertising parameter data is with hidden layer 3, 0.01 learning rate and with Adam optimization with 

an accuracy value of 99.90%, AUC 99.90% and Precision-Recall 99.89%, while social network ads parameter data with 

a hidden layer of 5, learning rate of 0.1 with Adam optimization with the accuracy of 92.25%, AUC of 92.72%, and 

Precision-Recall of 89.70%. 
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