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INTRODUCTION 

Generally, there is a huge data used to the expansion of Internet of things which is influences storage capacity and 

cloud computing, also many applications are growing day by day relying on the Internet of things. Therefore, delaying 

the data in an application is not constantly suitable, where the data transfer through cloud to end-user [1]. Cloud computing 

is suggested wherever cloud services can operate rapidly to reduce data delays and guarantee user satisfaction. Fog 

computing stands for simulated platform that offers storage, computation services and networking amongst cloud 

platforms and end devices [2]. Table 1 demonstrates the parameters of fog and cloud computing system [3].  

 

Table 1. Fog and cloud computing Parameters. 

Parameters Fog Computing Cloud Computing 

Node Location In the local network edges In the Internet 

Delay Low High 

Delay Frequency Low High 

Security Almost High Low, Indefinite 

Navigation Yes No 

vulnerability Low High 

Geographical Distribution Dense Focused 

Node Number Very High Low 

Mobility Supports Limited 

Reliance on the Internet Medium High 

 

Cloud computing, is reflect a central layer that communicates with users directly and provides confirmation, security, 

dependability, and latency. To realize the fog systems and the Internet of Things (IoT) in real-time analysis, a few 

problems must be overcome, such as fog service distribution, resource allocation, and load balancing. In the workload 

functioning of distribution systems on computing resources, load balancing is an effective approach. Load balancing 

outperforms traditional approaches in terms of cost and performance. In virtual machines, several high-work-load 

functions are avoided or added to low-work-load machines [2].  

Load balancing techniques that are employed toward improve the system performance, preserve system constancy, 

and develop fault tolerance systems via baking at a low cost. A variety of load balancing techniques are described, each 

with its individual set of benefits and drawbacks based on the system's capacity to distribute workload.  

ABSTRACT – Fog computing has become a new trend in the Internet of things domain and cloud 
computing applications. It is a novel model to achieve the availability, flexibility and better 
responding time. In spite of that, there is so many challenges facing computing environments such 
as the misuse of the resources and load-balancing between them, which has a major effect on 
performance. The requirement of effective and robust load-balancing algorithms is one of the most 
significant interest in this field. Many researchers suggested various load-balancing algorithms in 
fog computing, but there is still inefficiency in the system performance and misalignment in load -
balancing. This paper will provide a description of numerous concepts such as computing fog, fog 
nodes, load balancing and then we recommend a load-balancing algorithm to enhance the fog-
computing environment performance, which is a hybrid algorithm benefits from the optimizing 
processing time (OPT) algorithms. In order to explore the proposed algorithm performance, a 
comparison made with other algorithms. Results indicates that using the proposed optimizing 
processing time algorithm in load-balancing algorithm has superior response and processing time 
than the compared algorithms to user requests, and the data total cost centre’s as well. 
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Load balancing is a strategy for dividing a workload among numerous computing resources such as computers, hard 

drives, and networks. This fair distribution of client request resources is attempted to achieve within the best possible to 

ensure proper resource usage. It also aims to fix the problem of each processor in the system and each node in the network 

having to share the same amount of workload that is assigned to them. It can be accomplished with the use of appropriate 

hardware or software, such as a multilayer or domain name system process. Backup plan simply in case the system fails 

a tiny amount, assuring system stability, throughput, reaction time, minimal latency, minimum network delay, execution 

time, low overhead, low delay, and scalability are the important characteristics that create effective load balancing [1-3]. 

A load balancing technique may evenly distribute load across all virtual machines. Within the fog layer, it has become 

necessary to distribute all workload fairly and equitably across the existing VMs within the segment. Many load balancing 

approaches for fog computing have been presented so far. 

We shall examine and explain various fundamental topics in this work, including computing fog, fog nodes, load 

balancing to propose a load-balancing algorithm that relay on optimizing processing time (OPT) algorithm in order to 

improve the performance with efficient manner in a fog-computing environment by using three parameters: the processor 

speed, the allotted load of the Virtual Machine (VM), and the network bandwidth.  

The paper is prepared as follows: Section 2 discuss related studies on distinction among fog computing, cloud 

computing, Fog Computing Architecture and Load Balancing. Section 3 present the implementation design. Section 4 

presents the experiments with results. Section 5 present the conclusion of this work. 

RELATED WORK 

In this section, we will present the Fog Computing, fog node concepts, Fog Computing Architecture, Load Balancing 

and related studies. 

Fog Computing 

Traditional computer paradigms, such as cloud computing, are incapable of processing enormous amounts of data [4]. 

There is a vast amount of information using 50 billion devices linked to the Internet (according to Cisco estimations). 

With the recent expansion of IoT-related services such as eHealth, smart cities, industrial scenarios, and smart 

transportation systems, privacy gaps, significant communication delays, and linked network traffic loads that connect 

cloud computing to end-users for unforeseen aims have emerged [5].  

These are some of the issues that have an impact on cloud computing performance. To discuss some of the limits of 

cloud computing and to carry cloud service characteristics nearer to "Things," such as vehicles, mobile phones, embedded 

systems, and sensors. 

The scientific community has proposed the fog computing notion [6], which is considered as a platform that brings 

cloud computing closer to end-users. Cisco [6] coined the term "fog," which has a similar meaning to real-life fog. Clouds 

rise higher in the sky when fog is closer to the ground, and fog computing leverages this perception once the virtual fog 

platform is placed nearer to end users, merely among their devices and the cloud. Another description of fog computing 

is "computing at the network edge," which enables the transmission of new services and applications designed expressly 

for the Internet's future [7]. 

Bonomi et al. [6] provide a better description for fog computing, assuming that fog computing is not restricted to the 

network edge. It was, however, a platform that provided networking virtually, storage, and computations between 

traditional cloud computing data centers and end devices. 

Fog and Edge computing are sometimes conflated. Fog computing is hierarchical, with applications running in a multi-

layer architecture that connects/interconnects software and hardware processes, allowing for active reconfiguration of a 

wide range of applications while sending services and performing intelligent computing. However, edge computing is 

restricted to a little peripheral devices and creates a direct transmission service as well as managing unique applications 

in a set logic location. In addition to networking and compute, fog computing may deal with data-processing control, 

storage, and acceleration [3], [8].  

To distinguish fog computing from other computing standards, when using a fog computing service, an IoT client or 

smart end-device must use some of the following capabilities [4], [9]: 

• Low latency and contextual location awareness: Fog computing achieves the lowest feasible latency by being 

aware of fog node latency costs for interacting with other nodes as well as their logical location in the overall 

system context. Fog computing, which enables and links rich services at the network edge, requires low latency 

in applications. Fog nodes can evaluate and respond to information faster than cloud service or centralized data 

center as they are often co-located with smart user devices [10]. 

• Geographical distribution: Fog computing provides services to geographically identifiable, distributed 

deployments, as opposed to a more centralized cloud. Fog computing will be important in providing high-quality 

spilling services to moving vehicles thru strategically located access points and proxies beside railways and 

highways. 

• Heterogeneity: Fog computing facilitates the processing and gathering of a wide range of data from a variety 

of network connections.  
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• Federation and interoperability: Certain services demand the collaboration of numerous providers, therefore 

services must be unified across domains and fog computing components must be compatible. 

• Real-time interactions: As an alternative of batch processing, real-time interactions are used in fog computing 

applications. 

• Fog-node clusters, federated agility, and scalability: At the cluster or cluster-of-clusters level, fog computing is 

naturally adaptive, with network condition variations, data-load changes, resource pooling, and elastic compute 

support to name a little adaptive functions provided. 

• Wireless access dominates: In wireless IoT access networks, the fog system is prominent. Although fog 

computing is commonly consumed in wired systems, where huge number of IoT wireless sensors necessitate 

distributed computation and analytics.  

• Mobility support: Supporting mobility methods such as the locator/ID separation protocol, which decouples 

identifying the host from location, necessitates the use of a distributed directory system, which is required for a 

variety of fog computing applications that require straight mobile devices communication. 

Revisiting fog node concepts 

In recent researches that fall into the first group, there is a diversity of viewpoints including the suggestion that the 

manufacturer direct it [11], [12], Smart Gateway [13], eHealth services [14], and fog nodes helping as storage spaces in 

data networks based on data [15]. The second category involves with fog computing [16], which proposes a system 

comprising of three layers as well as cloud data centers, fog nodes spread around the edges of the network, and hardware 

devices as endpoints [17], [18]. The relevant within the second group also invests in the reality that categorizing apps into 

several levels, and raw data obtained by sensors is assembled and processed via edge devices. Figures 1 and 2 illustrate 

instances of the two categories to help with comprehension. 

 

 
 

Figure 1. Fog node processing sensor’s data. 

 

 
 

Figure 2. Fog node aggregating IT capacities of edge devices. 

Figures 1 and 2 depict a smart city platform with a number of bus stops fitted out with fog nodes, which are created 

as mini-clouds and feature at minimum one server with processing competences. By assuming that a smart city stand has 

a large number of bus stations that are fed by fog nodes, which are small clouds with at least one processing server. The 

bus station is likely to be one of the initial group of fog nodes in Figure 1; in a fog environment, edge devices are unable 

to send data. When we say "maker/consumer", we mean that each bus station is capable to management and supervision 

a particular area through numerous motors and sensors). Each sensor, for example, may measure or gather a certain type 

of data (temperature and the number of cars and trucks found out), and sensors relay data to a fog node for processing, 

which used to be on trucks or bus stations. 

Let's say the main purpose of this processing is to alert municipal management about a large number of trucks, autos, 

and vehicles in a specific area of the country. 
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Figure 2 shows the next group, which comprises a sensor connected to a mobile phone, a vehicle, and compute board, 

all of which include processing capabilities in addition to sensing capabilities (where in these devices and vehicles we 

assume that they have a temperature sensor). The data would be generated, processed, and sent to the fog node's little 

cloud at this point. Fog node gathers and interprets sensor data as well as edge device IT capabilities. The most significant 

component that the two fog node groupings are constructed on, we would argue, is the sort of edge device capabilities.  

According to certain studies, site fog nodes should be placed in high-capability equipment like routers or smart 

gateways. The gateway is likely to act as a middleman among sensors that associated to the Internet and human body, 

collecting data from the sensors, performing several protocol transformations, and providing data gathering, purification, 

and dimensionality reduction to the fog node [13], [19], [20]. 

Researchers propose that the previous gateway transform be improved so that it can process data from an ECG 

(Electrocardiogram) device [14]. Researchers suggest and propose a novel method known as a smart getaway, which is 

capable of processing IoT data such as sounds and video and sending it to the cloud over the internet [13]. This method 

is suggested for locating a new center capable of boosting source estimation and oversight careers. Fog computing is 

founded by the idea of creating a unique link between cloud resources and edge devices that isn't reliant on a specific 

device [6], [16], [21], [22]. 

In the Smart city, it is suggested that the three fog computing layers be used to analyze and process the huge amount 

of data [17]. Each fog layer has its own name, therefore the first layer for intermediate computing nodes, the second layer 

for edge computing nodes, and the third layer for cloud computing nodes (or lowest fog layer). Each fog layer is made up 

of diverse pieces of equipment, such as computers with intermediate processing capability, small computing nodes, and 

sensors with only sensing capabilities [17].  

Aside from offering computation, storage and application services, the fog layer refers to edge devices like cameras 

and sensors, and the fog layer is operated at edge devices like network routers. The types of fog nodes that we previously 

discussed, the type that is "dumb" by its edge devices and be capable to only produce data, and the form that is "smart" 

by its edge devices be able to generate data and reprocess it, while we do not anticipate to reach the required expectation 

in the future. 

To construct services, we'll need to tap into a distinct set of resources that don't exist in the prior groups to provide 

more processing and storage capacity. We can use a number of strategies, including a resource management plan and 

anticipated services. For example, we can acquire computing skills in environmental problems or disasters like 

earthquakes by enlisting the help of volunteers, such as vehicles stationed near the disaster site or people who can deal 

emergency personnel in their smart phone resources in case they are near and their phone is linked to the grid [23], [24]. 

As a result, increasing the processing capacity of edge devices will not suffice to handle extremely demanding scenarios, 

and we will need to design new approaches. These concepts add to the difficulty of the overall system, which necessitates 

mutual as well as standardized abstractions of diverse edge devices. 

Fog Computing Architecture 

In this section, we'll go over why the Fog Computing paradigm is vital, as well as its key functions in providing IoT 

services in real time. We also highlighted the premium and valuable architecture, as well as its essential components and 

qualities. 

Fog Computing [25] is a computing platform with wireless distribution that allows a collection of shared resources at 

the IoT gateway level in a specific place to accomplish sophisticated latency-sensitive activities. According to another 

description [26], fog computing is architecture of horizontal system that extends storage, control, compute, and 

networking capabilities closer to users beside a cloud-to-device continuum. Whereas under the first definition, processing 

and storage capabilities are distributed across a large number of IoT devices that are placed alongside layer devices. The 

fundamental impetus for the creation of (fc) was the crucial necessity to develop and decrease the processing and analysis 

time of data acquired in the cloud platform, as stated in the second description. As a result, the answer is more appropriate, 

and the decision-making process is aided. The parts of the fog computing model (i.e. storage, computation, and 

networking) are fog nodes, and the fog computing model exist in the device layer and the cloud. Figure 3 demonstrates 

the Fog Computing paradigm's high-level architecture, demonstrating in what way a collection of heterogeneous IoT 

devices be able to use fog computing to connect through a cloud platform. 

 

 
 

Figure 3. A high level architecture of Fog Computing model [27]. 
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Load Balancing 

Load balancing in a fog system allows for an even allocation of burden across resources, with the goal of continuing 

to deliver services even if a service component fails. It is performed by the provisioning and de-provisioning of application 

instances, as well as the efficient utilization of resources. Fog computing requires an effective load balancing solution to 

boost application performance and network efficiency since data centers procure variation across hosts and disclose 

unique traffic characteristics [28].  

Load balancing as a mechanism spreads the workload across multiple resources to avoid any overflow or under-load 

on resources. Load balancing, which distributes the load over many resources, can be done in both physical and software 

environments [29]. Throughput maximization, reaction time minimization, and traffic optimization are some of the 

objectives of load balancing. Other objective of load balancing include resource consumption optimization on the server 

side, request processing time reduction, and distributed environment scalability improvement [30]. 

Load balancing in fog networks can take many forms, including static, dynamic, or a combination of the two. Because 

user behavior is unpredictable and static load balancing methods are not always effective in the network, where the rule 

should be coded in the load balancer using static methods that include primary system information. 

Furthermore, since of the dynamic load distribution depending on the pattern defined in the load balancer, dynamic 

approaches outperform static methods [31]. Dynamic load-balancing mechanisms use specific policies to apply the 

present system state to the end, such as [32]: 

• Transfer: This specifies the conditions in which a job must be relocated from one node to another. The transfer 

policy's arriving tasks are transferred or processed according to a determining rule depending on each node's 

workload. Task rescheduling and migration are addressed by the policy. 

• Selection: This determines whether a task would be transmitted or not, as well as a few other factors such as the 

amount of overhead required for migration, task execution time, and total non-local system calls. 

• Location: It identifies under-utilized nodes and assigns jobs to them. The accessibility of required services for 

job migration or rescheduling is verified on aimed nodes. 

• Data: This policy collects all available data, including system nodes, which is then used by other policies to 

make decisions. This policy specifies when the data should be gathered. 

The following are some of the links between various policies: Incoming tasks are grabbed by the transfer policy that 

determines whether or not they should be sent to a remote node to balance load. The job will be processed locally if it is 

not eligible to be moved. When a task's transfer policy indicates that it must be moved, the location policy is triggered to 

discover a remote node to complete a job. When a far partner cannot be discovered or the work cannot be transmitted to 

a remote node, the task is processed locally. The essential information for location and transfers is provided by the 

information policy to assist them in making a decision. 

In Load Balancing, several criteria (or metrics) are essential to assess a load balancing mechanism and associate it to 

other mechanisms in order to determine which is superior and to recognize the benefits and drawbacks. Some qualitative 

paradigms are required for the metrics. Various qualitative measures, such as reaction time, cost, and energy, are utilized 

in articles. The following are the key metrics for load balancing in fog computing: 

• Response time: is the time for a request (or task) needed to be accepted and for a server request to be 

responded to in a fog environment. 

• Cost: The exchange of money for the performance of a desired action. 

• Energy consumption: This refers to the amount of energy consumed by a fog network. 

• An excellent load balancing technique can reduce energy consumption. 

• Scalability: It demonstrates in what way the system be able to implement a load balancing technique through 

only a few hosts or machines. 

• Security: This aspect of service ensures non-repudiation and confidentiality by requiring parties to authenticate 

each other and encrypting messages.  

• Flexibility: Fog nodes that are always connected to a system pro tempore but leave on a regular basis. As a 

result, this technique must be flexible in order to reflect both newly joined nodes and node revocation. 

• Resource utilization: This is the percentage of a cloud system's resources that are used to their full potential. 

• Deadline: The most recent time a fog system service request can be performed. 

• Processing time: The amount of time that the fog system need to reply (or response) to a service request. 

• Reliability: refers to a fog network's capacity to fulfill its requests within a certain amount of time and under 

certain conditions. 

• Throughput: The supreme requested service rate that the fog system able to process is referred as throughput. 

• Availability: An increase in service requests or resource application that able to keep a computing system running 

smoothly, displaying its capabilities. 
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Load Balancing In Fog Computing 

Load balancing is consider as a challenge that involves distributing load among operators to optimize system 

performance. The load balancing technique on data centers is depicted in Figure 4.  

 
 

Figure 4. Data Centers Load-Balancing Mechanism. 

In Figure 4, end users send demands to data centers, which the data center supervise routes to the right server, and the 

load balancing process efficiently distributes the demands among established Virtual Machines [2], [33], [34].  

Related Studies 

In fog computing, various load balancing approaches have been suggested, with only a handful achieving good results.  

The authors present an OLBA framework for Load Balancing in Fog Computing Environments in [35], which balances 

the load between fog devices while optimizing QoS variables including turnaround resource utilization, latency, and delay 

parameter. That method finds the local best using the Particle Swarm Optimization (PSO) technology, then matches all 

of them to discover the final global best solution. A study with recognized approaches such as FCFS, Max Min, and SJF 

approaches is also conducted by comparing the results to gain a better understanding of the load balancing mechanism in 

Fog Computing.  

The authors of [36] present a dependable scheduling method for assigning client requests to Cloud-Fog environments' 

resources. By classifying needs as real-time, important, or time tolerant, the Load Balanced Service Scheduling Method 

or Approach (LBSSA) handles load balancing across resources while allocating requests. In their load balancing 

operations, they used a variety of methods, including the quantity of computing resources, resource use, load balance 

adjustment, and running time.  

To solve the resource management problem, the authors of [37] suggested a modification to deal with heterogeneity 

on two distributed load balancing algorithms. Evaluating the performance done by a basic setting, where undertake 

various sensitivity tests in relation to the aspects that generate infrastructure heterogeneity, as well as in a real-world smart 

city scenario. 

The authors of [38] suggested a modern approach for load stabilizing in a fog computing environment. They and study 

the load balancing process and use a load balancing algorithm. In their load balancing assignments, they employed Active 

Virtual Machine Load Balancing Algorithms, Round Robin, Throttled, and Particle Swarm Optimization (PSO). 

In [10], authors introduces a novel load balancing algorithm Abbreviation of the first task (MSJF) for regulating the 

load across many Virtual Machines (VMs) on Fog servers. A lot of factors influence the algorithm's level (e.g. processing 

time and Response time). 

The authors in [39] explain how to employ an ant colony method for cloud load balancing that is time-efficient and 

threshold-approved. A hybrid of two scheduling techniques. The survey has created an Ant Colony Mixture Increases 

Efficiency System with a threshold applied Load Balancer algorithm. A virtual machine was chosen using the suggested 

Threshold-based ACO technique. They looked into whether or not work allocation to the specified virtual machine is 

smaller than the criterion in this paper. 

The authors suggest a metaheuristic using virtual machine job migration method for cloud load balancing utilizing a 

high-efficiency particle swarm approach in [40]. The suggested method detects excessive burden on some virtual 

machines (VM) in a cloud computing environment and distributes the task to other machines. The purpose of cost 

functions is to simulate the actual cost of task transfer. To identify overloaded VM, the VM task migration technique 
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employs an ineffective discriminate function. A novel discriminating function has been proposed in this research to 

identify actual overloaded VM. To find effective job migration techniques, they propose a particle swarm optimization 

(PSO) method. 

A multilayer structure was employed to allocate resources in [41]. In this model, load balancing techniques like genetic 

algorithms, round robin, and throttle were employed to create packing techniques and allocate resources. 

In [42], the authors suggested original load balancing strategy for verifying edge data centers and discovering lightly 

laden data centers for task distribution. The strategy boosted load balancing efficiency while also ensuring security by 

validating target data centers, according to the findings. 

IMPLEMENTATION (THE PROPOSED ALGORITHM OPTIMIZING PROCESSING TIME (OPT)) 

The load balancing method works by first calculating the total demand on the CPU, memory, and network. Second, 

by examining how the nodes interact with one another, assessing load, and comparing nature, we can determine their 

fitness as a system. Finally, the load balancer should not be a single point of failure. It has become a need as the internet's 

popularity grows owing to increased usage of social networking websites, massive databases, and E-Commerce, which 

is causing many businesses to rely on it on a regular basis, requiring high bandwidth. It is referred to as a server farm 

since it serves a single Internet service from several servers. In a fog environment, our suggested method would address 

challenges such as latency, bandwidth, deadlines, and resource availability. 

This is a new algorithm that will be used prior to the work being sent to the servers. It is planned by using three 

parameters: the processor speed, the allotted load of the Virtual Machine (VM), and the network bandwidth. Where it 

saves the current number of requests assigned to each VM as well as information in each VM of the system. When a 

request comes in for scheduling, the suggested method identifies the machine with the least load, and if there are multiple 

machines with the least load, it identifies the first one using the proposed load balancing technique with Fuzzy logic. This 

new proposal method called Optimizing Processing Time (OPT). In this paper, a fog-based load balancing method that 

achieves the best latency, resource usage, and processing time in the Virtual Machine (VM) environment is proposed. 

We adopt fuzzy logic in this study for a variety of reasons, including its ease of use and naturalness. Its benefits 

include the ability to deal with imprecise data, ease of understanding, flexibility, and the ability to represent nonlinear 

functions [43], [44]. Fuzzy inference is a technique for producing a mapping between input and output using fuzzy logic. 

It provides a foundation for making choices or recognizing patterns through the mapping route. 

The fuzzifier in this work turns each VM's inputs into a single output. To demonstrate the process workflow, we utilize 

fuzzy logic with three inputs: processor speed, allocated load in VM, and bandwidth. The goal is to achieve the highest 

achievable value in order to balance the system's load. The three parameters are used as input to the fuzzifier, and the 

balanced load is a measure for these parameters to get the result. This algorithm has determined the most effective VM 

for processing client requests. When a job arrives at the job manager, it is scheduled to the best machine for the job based 

on the data categorization. If the data is large, it necessity to be controlled in cloud computing and delivered to the data 

center; else will be guided to the fog. If it is busy, or in the middle, according to the stability and statuary of the fog. The 

following algorithm 1 (Optimal Processing Time (OPT)) will be used to determine it. 
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EXPERIMENTAL RESULTS 

In this section, we will verify the proposed Optimizing Processing Time (OPT) theoretical outcomes by an evaluation 

prepared between the results for the proposed algorithm and other algorithms results for response time and resource 

utilization. Also, analyzing the performance of three VM load balancing algorithm by our experimental results .The results 

obtained by using matlab R2014a and connecting this with iFogSim to find out the best resource to the request. To apply 

two loads, we adapted the average number of users and the time of Peak Hours and in each data Base (User) base. The 

number and the speed of the central processing units are alike for all of the actual Hosts. 

In order to assess our algorithm's progress and effectiveness, a comparison made between the proposed algorithm and 

the First Come First Serve (FCFS) algorithm and Priority algorithm. The average response time (which is the time among 

sending a request and getting a response) and the average processing time (which is the time it takes to complete a task) 

are the two metrics used. To increase overall performance, both the average response time and the average processing 

time should be reduced [45]. Figure 5 depicts the response time contrast, whereas Figure 6 depicts the processing time 

comparison.  

 

 

Figure 5. The response time in the algorithms. 
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Figure 6. The processing time in algorithms. 

 

Figure 5 shows , that the results execution clarify that the Optimizing Processing Time (OPT) algorithm has the best 

response time than the First Come First Serve (FCFS) and Priority algorithms, meanwhile, FCFS and Priority algorithms 

have similar outcomes. We can notice that the response time is very fast and does not exceed 310 ms when the number 

of tasks was 200, while the value is more than 320 ms for the Priority algorithm and more than 325 for the FCFS algorithm. 

With the increase in the number of tasks at 400, 800 and to 1000, the response speed of the proposed algorithm remains 

high and faster than the rest of the algorithms.  

Figure 6 shows, that the results execution clarify that OPT algorithm has the finest processing time while comparing 

with FCFS and Priority algorithms. We can notice that the processing time was 0.30 ms when the number of tasks was 

200, which is faster than the Priority algorithm with a value of 0.65 ms, while the FCFS algorithm reached 0.85 ms. When 

the number of tasks increases (400, 600, 800 and 1000), the processing time remains fast according to the proposed 

algorithm, and in less time than the rest of the algorithms. 

Outcomes in figures 5 and 6 concluded that in the optimizing processing time (OPT) algorithm has superior response 

and processing time than the First Come First Serve (FCFS) and Priority algorithms. For more understanding, Figure 7 

and figure 8 shows the response and processing time improvement percentage, where the blue color indicate the 

improvement percentage for OPT against FSFS, and the orange color  indicate the improvement percentage for OPT 

against Priority. For example, in figure 7, when the number of tasks is 200, OPT is improved by 64.37% while comparing 

with FSFC, and OPT is improved by 52.31% while comparing with Priority.  

 

 

 

Figure 7. Response time improvement. 

 

64.37% 65.57% 62.76%
52.98%
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Figure 8. Processing time improvement. 

CONCLUSION 

IoT has emerged as one of the most essential and necessary technologies in recent years. In a world where the Internet 

of Things is rapidly evolving, fog computing has arisen as one of the finest models for IoT applications. In the fog, IoT 

applications are executed by edge and middle computing nodes, along with physical devices in the cloud system. Fog 

computing has advanced quickly as a recent technology that has been tested on various occasions. One of the most difficult 

facets of fog computing is load balancing. So far, several load balancing approaches have been proposed, each of which 

is suitable for unique settings. The fog and cloud-based platform is employed to offer facilities and solve their difficulties, 

which could be similar to the needs of the old grid system. 

In this study, a load balancing technique was proposed to decrease the processing and response time of fogs to clients. 

The response time and processing time have been reduced as a result of simulation results.  

In this paper, we propose and develop an Optimizing Processing Time (OPT) load balancing method in the fog 

computing environment using the iFogSim tool. When compared to current algorithms like FCFS and Priority scheduling 

algorithms in the fog computing environment, the results achieved after implementing our suggested architecture and 

algorithm are really good; it has delivered minimal execution time and quick response to client requests. 

In future, we shall endeavor to examine the negative consequences of service relocation in the future and compare 

them to the good aspects. The cost of data migration, the cost of purging services, the lowered quality of implementation 

for purging services, and the traffic for various types of computing nodes are all negative impacts. 
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