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ABSTRACT - Artificial intelligence has been extensively employed to examine social 
animal behaviours, such as feeding habits, reproduction, swarm structures, and 
hibernation.  For marine biologists, grasping essential habitat characteristics like 
swimming depth and temperature preferences is vital for evaluating ecological 
boundaries, habitat deterioration, and conservation initiatives.  Machine learning has 
been used to help identify bottlenose dolphins and their cohabitation patterns, as 
computer vision and deep learning are often used in studies of fish habitats involving 
predation, feeding habits, breeding, and other fish.  Existing techniques do not 
provide sufficient variety in estimating classification characteristics for assigning 
unique animals to their corresponding subclasses, particularly for differentiating 
various marine species along with their respective groups.  The objective for this 
proposed research framework is aimed at integrating supervised clustering and 
probabilistic classifiers such as K-Nearest Neighbors (KNN) or Bayes classifying 
with weighted voting to classify dolphin types, apart from consolidated behavioral 
patterns.  The study further integrated the use of oxygen usage into the dataset for 
monitoring movement activity after pup pre-feeding intervals in addition to 
metabolic rates of other animals.  Data was cross verified, encompassing trial laps, 
dolphin identifiers, timing, segment length, and carbon dioxide emission rates, for 
the purpose of classification.  Findings showed an average classification accuracy of 
97% for weighted KNN types and 91% for weighted Bayes classifiers, emphasizing 
their effectiveness in differentiating dolphin classes in swarming settings.  These 
machine learning methods provide essential tools for enhancing marine research and 
aiding conservation and habitat preservation through improved identification of 
ecological traits.
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1.0 INTRODUCTION

Probabilistic clustering has evolved into a robust method in data science for classifying data points according to 
probabilistic connections among various clusters.  In contrast to conventional techniques such as K-Means, which allocate 
data points to a single cluster [1], probabilistic clustering models view clusters as probability distributions.  This 
adaptability enables every data point to be associated with unique probability scores for each cluster, yielding greater 
understanding of intricate datasets [2].  For example, in genetics, this method reveals gene expression patterns across 
diverse conditions, aiding researchers in understanding how genes co-express within multiple pathways and spotting 
disease biomarkers.  Furthermore, probabilistic clustering is essential for customer segmentation in e-commerce and 
enhances targeted marketing approaches by allowing users to be classified into overlapping groups such as regular buyers 
and seasonal shoppers.  This naturally includes customers who exhibit different behaviours and improves personalization.  
Recommender systems provide a more adaptive method by helping to recommend products based on the probabilistic 
preferences of users across multiple interest groups.  This strategy is useful for dealing with noisy data, as seen in financial 
fraud detection to detect suspicious transactions and environmental monitoring that uses sensor information to find 
pollution sources.  Probabilistic clustering finds application in healthcare, enabling natural language processing to analyze 
patient information by disease subtype in the realm of precision medicine.  This approach also helps in structuring text 
into intersecting themes relevant to social media and extensive dataset analysis.  In general, the variety and influence of 
probabilistic clustering offer significant insights across various domains, enabling decision-makers to assess data more 
effectively and obtain valuable information from intricate datasets.

Supervised clustering is crucial in automated decision making and data analysis because it improves clustering 
accuracy by leveraging domain-specific knowledge [3-4].  By combining labelled data with traditional clustering 
methods, the accuracy of supervised approaches is combined with the exploratory advantages of unsupervised learning.  
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This integrated approach includes partial tags as a data point, enhancing cluster relevance and reliability, and also includes 
clear and important groups of expertise.  Furthermore, supervised clustering improves text classification and increases 
the effectiveness of information retrieval and recommendation systems [3-5].   In the field of fraud detection, the analysis 
of labelled transaction data is essential for identifying fraudulent activities, especially for monitoring cases of credit card 
fraud. This approach can also help supply chain management by organizing warehouses and production facilities to 
optimize logistics and inventory management [6].  In addition, supervised clustering is used in ecological research to 
classify wildlife using limited behavioral data, which helps conservation efforts by identifying critical habitats [7-8].  
Overall, this approach improves on traditional clustering techniques by combining labelled data and expert opinion, 
providing valuable insights across a range of fields, including healthcare, social sciences and environmental research. 

     Although each approach has certain advantages, the integration of probabilistic classification and supervised clustering 
has yet to be thoroughly explored, especially when solving complex domain-specific problems that require both 
predictability and interpretability.  Probabilistic models are particularly effective at recognizing unique data points in 
noisy, overlapping or uncertain datasets by assessing the probability that each point belongs to various clusters [9-10]. 
On the contrary, the controlled clustering improves data placement and clarity using the labelled data specific to the 
domain to manage the clustering procedure [11-12].  This cooperation can overcome the restrictions inherent in each 
approach when used separately.  For example, in the field of online retail customer segmentation, probabilistic clustering 
can successfully identify overlapping customer groups such as "bargain hunters" and "occasional shoppers" based on their 
purchasing patterns.  But these clusters can be further enhanced by combining supervised clustering with imperfect 
behavioral tags such as purchase frequency, brand loyalty and browsing patterns.  This improved segmentation allows 
companies to develop more precise marketing strategies.  For example, promotions can be customized for consumers who 
are more willing to buy but are more price sensitive, while premium buyers can be engaged with personalized offers.  
Similarly, in healthcare, probabilistic classification is often applied to distinguish patient subtypes from gene expression 
information and medical images.  Researchers can use supervised clustering of labelled clinical findings and partial 
diagnostic indicators to improve classification of disease subtypes [13], a development that could lead to better predictions 
of treatment response and disease progression in conditions such as cancer and autoimmune diseases.  Probabilistic 
clustering techniques have been used in environmental monitoring to identify pollution hotspots through analysis of 
sensor data, including variables such as temperature, pH levels and particle concentrations.  However, integrating 
supervised clustering with labelled environmental data such as pollution sources and weather conditions can significantly 
improve understanding of pollution dispersion patterns.  This thorough approach enables researchers to identify the 
precise locations and timings where environmental threats are most severe, aiding in the formulation of targeted response 
plans.  

     In ecology, probabilistic classification helps analyze species and habitats by modeling shared characteristics like 
migration paths and feeding zones [14-15].  Integrating supervised clustering with labelled behavioral data such as 
predator-prey interactions or cross-seasonal mating patterns can help researchers more effectively identify groups of 
species [15], improving conservation efforts for threatened and endangered species. Moreover, the integration of these 
methods has proven very promising in terms of fraud detection: while probabilistic models are successful in detecting 
anomalous transactions by identifying deviations from expected patterns, supervised clustering can improve detection 
accuracy by using labelled data such as confirmed fraudulent activity or suspicious account behavior.  This comprehensive 
model is designed to minimize false positives while simultaneously detecting emerging fraud patterns with greater 
flexibility, thereby enhancing its significance in financial security frameworks.  However, current studies have largely 
concentrated on probabilistic classification and supervised clustering as separate entities. 

     This study aims to provide contribution to fill an existing gap in baseline classification measures for marine biology 
by investigating the integration of probabilistic classification and supervised clustering adapted to specific field 
applications, especially in terms of performing intelligent classification for dominant features within a clustering domain.  
Emphasis is placed on the classification of bottlenose dolphins based on characteristic behavioral traits such as energy 
expenditure during migration, breathing patterns and swimming behavior.  By utilizing weighted polling techniques, this 
research advances the capabilities of KNN and Bayes classification algorithms.  This study promotes the objective of 
utilizing the advantages of the proposed methods as a measure to identify the most accurate classification traits from the 
training dataset in relation to recognized output values for dolphin classes.  This method underscores that hybrid 
methodologies can yield more precise and dependable insights.  Initial research indicates that the integrated methodology 
significantly improves prediction rates and enhances accuracy in distinguishing behavioral groups relative to independent 
models, which is an encouraging indication that this hybrid approach is versatile enough to handle complex and cross-
platform datasets.  The results are anticipated to enhance the progress of machine learning techniques by presenting 
effective solutions for challenging issues that demand predictive capability and flexibility in data analysis. 

     The paper's format is as follows: Section 2 provides interdisciplinary reviews on related topics such as probability 
clustering and supervised learning applications in automated classification, with emphasis on their implementation for 
industrial and simulation objectives; Section 3 describes the research methodology, which includes classification 
prediction techniques applied to the bottlenose dolphin locomotive dataset, including behavioral patterns, characteristics, 
application strategies, and the importance of each classification algorithm in the analysis process; Section 4 presents a 
discourse analysis that evaluates the effectiveness of the proposed method in enhancing probability classification and 
integrated learning about feature identification, where Section 5 concludes the discussion with suggestions on future 
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endeavors for the assessed fields involving subjugation of probability classification and supervised learning in feature 
classification. 

2.0 RELATED WORKS 

     Supervised learning and probability classification are distinct techniques utilized in data clustering and intelligent 
categorization within a particular domain [7], [16], [17].  Their main goal is to identify and enhance the input mapping of 
data points to their corresponding outputs. Intelligent systems are being utilized in marine ecosystems to monitor 
ecological and habitat conditions using video feed and live satellite images  [4], [16], [18].  Supervised learning and 
probability classification can both break down input data, like animal features and habitat characteristics, into layers of 
varying levels of abstraction to help understand the data and define complex features for labelling training examples with 
new inputs [9], [14].  This type of implementation is commonly found in computer vision and deep learning, with 
researchers trying to develop decision-making tools to address habitat-related problems and improve current marine life 
monitoring systems [16].  When working with nonparametric data, supervised learning and probability classification can 
help enhance mapping for advanced data processing, specifically in identifying recurring and synonymous data entries to 
correct discrepancies in the predicted output compared to the target value [14].  Marine scientists utilize modern facilities 
such as remote underwater cameras and videos to study fish in their natural habitats, helping them understand and predict 
their reactions to climate change, loss of habitat, and fishing [7], [16].  However, analysing extensive data such as acoustic 
and observer data to find useful information may take a significant amount of time [17].  Deep learning technology assists 
marine biologists in swiftly analysing extensive comparative datasets, revealing fresh insights that cannot be obtained 
through traditional manual monitoring methods [4], [16].  For instance, a review study explored the fundamental 
underworking of fish classification in underwater environments utilizing computer vision and deep learning methods from 
2003 to 2021 [16].  Among the key features discussed in the research context explores key ideas for marine animal trait 
classifications, obstacles in applying deep learning to analyze underwater images, and offers perspectives on research 
tracking oceanic environments and how both supervised learning and probability classification had been improvised to 
enhance current existing methodologies. 

     Different techniques for supervised clustering and probability classification are used in the field of marine biology [2], 
[7], [19].  An example of literary research on a combination of both supervised clustering and probability classification 
includes creating a categorization system that organizes four types of edible fish by examining texture extraction and 
analysing colour properties [4].  The K-nearest neighbor (KNN) algorithm is used in this system for probabilistic 
classification which is a very widely used nonparametric technique in statistical pattern recognition, with fish meat and 
fish scale being key features for classification.  The HVs colour model and GLCM technique are used for meat image 
analysis.  The study effectively illustrates the application of the KNN algorithm; however, it does not provide an in-depth 
analysis of its scalability and computational efficiency when utilized with larger datasets or more intricate fish 
classification tasks.  Additionally, focusing exclusively on specific features such as texture and colour may restrict its 
effectiveness across various marine species or in diverse environmental contexts.  The KNN classifier served as the 
primary algorithm for classification in the evaluation dataset.  The results showed an accuracy of 90% for tilapia meat, 
97.5% for mackerel meat, 87.5% for tilapia scales and 95% for mackerel scales.  Despite these good results, the study 
ignored the potential impact of noise and variations in capture conditions on the performance of the classifier, which 
could have a significant impact on its practical application.  Another work on supervised clustering has performed an in-
depth analysis of the problem of classification using the KNN rule, and one issue related to this rule, is the sensitivity to 
the size of the neighborhood parameter, k [20].  Aiming to address this issue and to increase classification effectiveness, 
an improved dual-weighted voting scheme for KNN is presented and developed [20].  This method mitigates the impact 
of k by employing a dual-weighted voting function for the k nearest neighbors of the target object. However, the 
evaluation is constrained by a small amount of artificial data, with real datasets only serving as benchmarks. To enhance 
the validation of this approach, it would be beneficial to apply it to a wider range of datasets, especially those characterized 
by high-dimensional features, to assess its robustness and broader applicability.  The results suggest that the proposed 
classifier is a good algorithm for many real-life estimation and pattern recognition problems because it yields a satisfactory 
performance even when k is varied over a wide range.  However, the study could benefit from a comparative analysis 
against other state-of-the-art classifiers to provide a clearer benchmark of its performance.  One study combined the traits 
from both probability classification and supervised clustering in the evaluation of various types of fish classification that 
were applied to fish landing records between 2005-2019 which also include those from the eastern region of Peninsular 
Malaysia [8].  The classifiers that have been used in the study are sequential minimum optimization (SMO), naïve Bayes 
(NB), multi-layer perceptron (MLP), instance-based k-nearest neighbor (IBK), and random forest (RF).  The classification 
accuracy and the confusion matrix measures are used in this study, while multi-classification methods are also integrated 
to increase the performance of each classifier.  The testing instances illustrate that the most favourable results are obtained 
from the following combinations: RF + SMO + NB + MLP and SMO + RF + NB + MLP.  The combination and multipliers 
of single classifiers render an accuracy of 80.95 percent.  This indicates that multi-classifier approaches in fish 
classification systems should be looked into for further research and practical application [8].  The study does not address 
the issues of computational overhead and scalability associated with the integration of multiple classifiers, which could 
restrict its applicability in large-scale or real-time scenarios.  Another attempt at classifying characteristics of marine 
animals based on probability classification had been made on the evaluation of fish's freshness by examining digital 
images and evaluating the success rate upon implementation of a supervised learning approach in sorting mechanics [21].  
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The procedure consists of cropping, segmentation and capturing RGB values followed by training and testing a dataset 
of 210 images categorized into three categories: fresh, deteriorating and fully deteriorating. Experimental results show 
that the naive Bayes algorithm effectively evaluates the freshness level of fish based on fisheye images, achieving a test 
accuracy of 79.37%. This study highlights the importance of understanding the fish market distribution and the future 
benefits of applying this approach.  The study underscores the potential of this method to enhance fish market distribution 
strategies; however, it overlooks the limitations associated with solely depending on RGB values for classification. For 
instance, the incorporation of supplementary sensory data or advanced imaging techniques could improve accuracy and 
provide a more robust evaluation of fish freshness. This research illustrates the importance of understanding fish market 
distribution and the prospective benefits of implementing this approach, while also encouraging the investigation of 
improvements in feature selection and integration with alternative classification systems.   

     Categorization is an essential method of data analysis that is employed to create models from incoming data or forecast 
future patterns.  The Naive Bayesian classifier is a method utilized to forecast the likelihood of a sample being part of a 
specific class, under the assumption of attributes being conditionally independent [18]. The presumption condition in 

other similar classifier implementations.  An instance of the Bayes classifier implementation in feature prediction is used 
to train a set of fish data and receive test data input from users [9].  This approach employs a model based on probability, 
prior knowledge, and observed da
determined by the system through the holdout method.  This study showcases the Naïve Bayesian classifier's success in 
efficiently and effectively addressing the classification challenge of fish, specifically when dealing with extensive 
datasets.  However, the study exhibits lacking in terms of exploring how variations in data quality or feature relevance 
might impact classifier accuracy.  Additionally, the reliance on the holdout method for accuracy testing is seen possible 
with cross-validation techniques to ensure robustness across different datasets.  The proposed system produces precise 
results, with many results exceeding the anticipated optimal percentage.  Another related study in probabilistic 
classification suggested a fish recognition system that utilizes both local and global features in fish images [18].  Local 
characteristics are obtained through the utilization of Local Binary Pattern (LBP), Speeded-Up Robust Feature (SURF), 
and Scale Invariant Feature Transform (SIFT), whereas global characteristics are obtained via Colour Coherence Vector 
(CCV). Five popular machine learning algorithms such as Decision Tree, k-Nearest Neighbor (KNN), Support Vector 
Machines (SVM), Naïve Bayes, and Artificial Neural Network (ANN) are utilized to predict fish species, and the ultimate 
classification is decided by a majority vote. Examination of a segment of the QUT_fish_data dataset revealed an accurate 
rate of 98.46%, establishing it as a formidable competitor in the field.  Despite the impressive accuracy, the study would 
benefit from an analysis of the computational complexity of integrating local and global features, as well as a comparison 
with simpler, feature-specific models to evaluate trade-offs between accuracy and efficiency. 

3.0 METHODS AND MATERIAL 

     This section examines the classification prediction techniques utilized on the selected dataset showing the behavioral 
patterns of the targeted sample traits for marine animals, selected for this purpose in the bottlenose dolphin locomotive 
data annotation.  The discussion centers on describing the features, techniques for application, advantages, and importance 
of every classification algorithm in the context of classification analysis.  This study utilizes weighted polling in both the 
KNN algorithm and Bayes classification to make slight improvements to the existing frameworks of both algorithms.  
The study scope examines the advantages of adding weighted polling methods as an aspiration criterion to choose the 
most accurate classification traits from the training dataset compared to the known output for each dolphin class in the 
testing domain.  Figure 1 on the following page illustrates the stages involved in the classification approach employed in 
this study for bottlenose dolphins, utilizing the proposed probability classification method through weighted polling 
metrics for both K-Nearest Neighbour and naive Bayes classifiers.  This approach encompasses three primary categories, 
starting with classification algorithms and polling methods, feature extractions, and the generation of independently 
forecasted dolphin classes.  Regarding the category that involves the application of a weighted polling mechanism for 
probability classification, various modifications of a similar algorithm were established as comparison metrics across 
each iteration, including standard forms, weighted forms, and weighted-squared iterations. 
 
3.1     Implementation of Probabilistic Classifiers with Supervised Learning 

This portion of the discussion focuses on utilizing a classification strategy that combines a probabilistic classifier with 
supervised learning to identify and categorize the optimal dolphin class sample in the tested clusters.  Weighted polling 
measures are used to enhance the basic aggregation strategy for feature classification.  
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Figure 1. Framework for the implemented classification strategy for bottlenose dolphin dataset classification using 
 

 
3.1.1     Dataset Description 

     This study attempts to perform probabilistic classification on marine animal activities, particularly regarding their 
swimming patterns, locomotion, rate of metabolism among submerging/emerging habits, and oxygen consumption within 
each submersion.  Several data classes belonging to tuna, marlin, and dolphin had been analyzed by the identified 
prediction traits, however, the scarcity of open-source datasets had limited the selection of compatible testing instances.  
This study improvised the dataset categories obtained from bottlenose dolphin locomotive activities [15] and identified 
accordingly major characteristics to be included during the predictive classification process as highlighted below.  The 
dataset classes contain dolphin locomotive activities that are measured for oxygen consumption and resting metabolic 
rate which are post-prandial for over 12 hours within the interval of subsequent measurements.  The training datasets are 
devised via cross-matching activity data for categorizing the proliferation of dolphins during trial laps (starting/ending), 
distinctive dolphin ID, the time index in which the lap is initiated, the time index where the next lap is scheduled, the 
segment duration interval between laps, first breadth at station time index, total swimming duration, station transit 
intervals, along with carbon dioxide production rate.  The prefix of the dataset numeration is annotated as follows.  

 
      Table 1. The participating variables for bottlenose dolphin dataset instances for all subset dimensionality 

 Variable List Description 

Class The identifier used to classify each distinctive dolphin categories 

LapNum 
The collective accumulation of elapsed laps without factoring in the 
last lap that had been omitted pre-emptively  

T_Start_s 
The time index accrued from initiated and ongoing laps in which the 
dolphin had swam through 

T_End_s 
The time index represents the current departing point where the 
dolphin would continue its swim. 

Seg_Dur_s 
The accrued duration representing the entire segment involving the 
traversed lap and the arrival time at the destination station  
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First_Breath_In_Station_s 
The collective time index represents the initial breath after consuming 
a lap, implying the lap section between the traversal among the 
partaking stations. 

Lap_Time_s The accumulated time representing the entire dolphin swim session  

Station_Time_s Total time accrued when being positioned at the station  

CO2_ml_per_kg_min 
The metric summing the production rate of carbon dioxide in the rate 
of milliliters CO2 per kg per min, evaluated by dividing the overall 
CO2 production during the full dolphin swimming trip duration  

 

Table 2. Dataset reference on the locomotive traits for each partaking bottlenose dolphin category 

ID 
Body 
mass 
(kg) 

Length 
(cm) 

Age 
(yr) 

RMR (ml 
O2 min 1) 

N 
Resting 

CO2 (ml 
min 1) 

S Lap (s) 
Station 

(s) 

83H1 
141
146 

234 10 583±20 12 513±194 8 24, 22 26 
18, 12

31 

01L5 
149
156 

239 23 430±20 7 352±17 9 32, 28 36 
20, 16

26 
63H4 177 254 27 495±171 4 467±177 NA NA NA 

9ON6 
186
190 

249 21 577±262 11a 474±212 9 25, 24 26 
13, 10

21 

6JK5 
209
210 

259 24 388±222 13a 343±182 6 28, 25 31 
21, 16

26 

9FL3 
243
247 

274 34b 608±410 9 489±344 3 20, 20 21 
22, 19

28 
 

3.1.2     Dataset Training/Testing  

Although training and testing data are designated at a 4:1 ratio (80%:20%), the output was assessed relative to the 
accumulated average accuracy rate.  The rationale of selecting a 4:1 ratio (80:20) dataset split for training and testing is a 
widely accepted standard in machine learning that seemingly provides a good balance in terms of learning versus 
evaluation of the model.  80% of the data for training ensures that the model gets a fair bit of information to learn some 
meaningful patterns, thereby reducing underfitting. The subsequent remaining 20% is left for testing just to provide a fair 
estimate of the model's performance on the unseen data.  This ratio maintains an ideal bias-variance equation and avoids 
overfitting or underfitting.  This also acts like a standard metric that allows comparison of model performance more 
simply across tasks and applications.  The 80:20 ratio is especially suitable for a dataset with many points so that 
sufficient training and test data points are available for model learning and performance evaluation respectively. 
 
3.1.3     Execution Strategy 
 

1. K-Nearest Neighbour (KNN) 

KNN is a non-parametric machine learning technique classified as supervised learning pioneered by Evelyn Fix and 
Joseph Hodges in 1951 [22], [23], and a revered dynamically referenced approach in classification and regressive analysis 
since KNN refrains from a priori knowledge about the distribution of data.  The progressive dynamic nature of KNN 
enables the management of alphanumerical data subtypes, ensuring it is a workable selection for multiple instances of 
dataset categories [4].  Among the feature traits of KNN is a least sensitive exposure to outlier imposition in opposition 
to myriads of similar data clustering algorithms [19].  KNN mechanics initiate with the scouring of the distinct number 
of the neighbor cluster within the domain relative to the supplied data point, where the distance metric is aggregated by 
methods specified in the classification category, for instance, the most widely applied method to calculate distance is 
Euclidean, Manhattan, and Minkowski which is gaining traction in recent times [10], [14], [24].  The equation 
representing the formulation of KNN mechanics is incorporated as follows in Equation 1 [14]: 

 

 (1) 
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In terms of deciding on the classification of each data point, feature extraction is done by pre-processing criteria such 
as weighting and dimension reduction to attempt to elevate the accuracy as well as possible, with the assumption to 

 
[3].  The governing rule for KNN is to designate an unclassified object to a binding class about its k nearest neighbors 
within the domains of the training set.  The main distinction stemming from this trait is the almost guaranteed preferable 
asymptotic performance in terms of infinite optimal Bayesian error rate where this value would consecutively double 
should the independent value of k be designated as 1 [25].  The weighted KNN rule had been proposed to address the 
trade-offs of contemporary nearest neighbor classification where weighted approximations could bridge the clusters to 
the queried objects more adjacent and precisely [3], [24].  In terms of determining the sensitivity of k neighborhood size 
[7], [8], any selection of the values depicting the optimal k would directly influence the output of the probabilistic 
classification where a minute value would produce below-average local estimates, and vice versa.  Feature extraction is 
imposed as a scaffold to complement the deficiencies of KNN in terms of improving the estimation of output performance 
even when there are affluent factors such as data points that are not gleaned (mislabelled, vague, containing too many 
outliers). 

2. Naïve Bayes 
 

The Naive Bayesian Classifier is a well-known and effective classification method commonly employed in supervised 
learning [5], [8], [18], [26].  Naive Bayes models are commonly employed in machine learning due to their efficiency 
and simplicity.  They belong to the classification methods category that utilizes Bayes' Theorem [8], [18].  One of the 
unique ways Bayesian classifies data is by assuming that data attributes are independent of the data class, which is 
advantageous for handling datasets with unclear and noisy input data [9].  By examining each pair of features, these 
classifiers develop simple yet effective classification methods.  Due to their high-dimensional data, Bayesian 
classifications are especially beneficial in tasks like text categorization, spam filtering, sentiment analysis, and rating 
classification.  Naïve Bayes operates as a classifier by considering probabilities and assuming that the features in the 
model are unrelated [5], [8], [18] j classes is denoted in an array 
of , j  whereas the X is denoted by X  consisted of m properties.  The most common 
formulation assumption for representing the Bayesian theorem is denoted as follows in Equation 2 [14]. 

 

 (2) 

 

This indicates that each characteristic impacts the forecasts individually, a situation uncommon in data forecasting.  
Even though this belief is frequently proven wrong, recent studies have shown its practical success and challenges in 
systematic enhancement.  Bayesian learning algorithms use both prior knowledge and training data to estimate the 
posterior probability of a hypothesis [9].  The algorithm utilizes Bayes theorem during both training and prediction, 
making it a beneficial tool for tackling classification issues and improving machine learning models [14], [21].  Bayesian 
learning algorithms use both prior knowledge and training data to estimate the posterior probability of a hypothesis.  

3.1.4     Polling Cycle 

     The main objective of the K-Nearest Neighbors (KNN) polling stage is to determine the predominant class within the 
nearest neighbors for each data point needing classification.  Distances to all points in the training set are calculated, the 
nearest neighbors are determined, and the class label with the highest vote is selected [2], [7], [19], [27].  This repetitive 
pattern can consume a lot of computational power [7], particularly when dealing with extensive datasets or data with 
many dimensions.  Distance weighting, KD-trees, and dimensionality reduction methods are utilized to enhance this 
process [8], [17], [28].  The optimal k varies based on the data, with higher values decreasing noise but blurring class 
boundaries.  Optimizing hyper-parameters can help identify an optimal value for k [8], [28].  Weighted KNN and 
Weighted Naive Bayes are popular techniques in the field of probability classification because they improve the predictive 
accuracy of the assignment of importance to relevant data points.  In weighted k-NN, the closer neighbors have more 
influence on the decision that leads to improved classification, especially in cases with complex datasets and lessening 
the noise impact.  Conversely, Nave Bayes with weighted models are refined and modify probabilities to match the 
significance given to specific features, resulting in better performance when dealing with unbalanced and correlated data.  
Both methods are effective classifiers in the presence of noise and better manage class imbalance due to their weight 
assignment; as a result, they are already used in various fields, including fraud detection, medical diagnosis, and marine 
animal ecology studies.  In marine ecology, they aid in species classification, tracking migration patterns, and predicting 
the suitability of habitats using environmental factors for conservation and biodiversity management.  Because they adapt 
well and show varied behavior, they can be classified as one of the approaches much needed for real-life classification.   
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Table 3. Polling methods with weighting formulation for the tested classification approaches 
 

Classification Approach Elaboration 

K-Nearest 
Neighbour 

Normal  

Weighted 

 

Weight-
Squared 

 

Bayes  

 

     Table 3 shows the fundamental weighted polling approaches improvised in this study.  The polling cycle's precision 
can be significantly reduced by noisy or irrelevant characteristics or inconsistent feature measurements [3], [7].  Naive 
Bayes utilizes probability calculations in place of a fundamental polling cycle such as K-Nearest Neighbors.  By utilizing 
Bayes' theorem and assuming features are independent, it calculates the probability of each test instance belonging to 
each class.  The chosen class is the one with the highest probability.  This process can be done for each test case in 
applications that need real-time monitoring, just like a polling cycle.  Precomputing prior probabilities and feature 
likelihoods can speed up calculations, especially for large datasets or frequent predictions [16], [18]. 

3.1.5     Evaluation Analysis 

     For the proposed methodology, the performance of the probability classifier on bottlenose dolphin data instances is 
evaluated in concurrent execution to further analyze the proficiency of weighted polling on both appropriate clustering 
approaches applied in this study (KNN & Bayes).  Selection of the best accuracy is derived when the algorithm is executed 
simultaneously on the training dataset, where the motivation of comparing the polling rate from all 4 algorithm variants 
is to exemplify the aptitude of the model performance.  Within the conjecture of the testing instance, it is presumed that 
the execution strategy is heuristic and nonparametric, thus no singular classifier would be biased over other participating 
variants in the same testing class.  The systemic evaluation predicated the prediction traits to hover around 80-90% with 
every recurrent ascent in the value of k dimensionality.  The accuracy rate determines the proficiency of the weighted 
polling methods in comparison with the conventional implementation of similar algorithm variants on a similar purpose 
in terms of properly classifying data points subjected to the actual foundational ground truth dataset.  The general rule of 
thumb for classification has deemed the lowest error rate to possess an opposite aptitude with accuracy, where the higher 
accuracy rate would in turn produce a lower error rate.   
 
3.1.5.1     Accuracy 

 
In probabilistic classification and supervised learning, the model's output conveys the specific characteristic of a 

particular data instance associated with a certain class, where threshold values are applied to transform the classification 
probabilities into a single or multiple prediction features [18].  In the context of research, accuracy in assessing the skill 
of probability classification is defined as the ratio of correctly labelled instances compared to the total number of instances 
in the dataset's population [8], [29].  Assessing accuracy is significant in terms of enhancing the overall effectiveness of 
the model, in addition to serving as a signal of the even distribution of class clusters within that specific dataset division.  
The accuracy rate is also less complicated to assess and offers a basic benchmark for comparing the old and updated 
datasets.  There are numerous identifiable uses of accuracy in evaluation metrics for assessing the performance of the 
unique system, in that (i) the speed at which accuracy builds influences performance across all prediction instances 
regardless of the probability threshold [14], [18], [30], (ii) 
prediction count [6], and (iii) generalizes the optimal probability of population sampling in representation of the majority 
class, unaffected by the size of minority class predictions [24].  In this research scope, the accuracy rate is considered the 
most effective metric to depict the degree of balance among the different class distributions of bottlenose dolphin swarms, 
aiding in selecting the optimal sample to represent the whole data cluster, while also delivering the most insightful 
statistical analysis for individual dolphin locomotion patterns in identifying their environmental behaviours and distinct 
actions.  The fundamental formulation representation for evaluating accuracy rate is deemed as shown in Equation 3: 
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In data science, the accuracy metric is employed to evaluate classification models.  Accuracy is defined as the ratio of 
correctly predicted instances to total cases [4], [30], [31].  This criterion is often used in classification systems because of 
its simplicity, ease-of-use, and clearness.  The accuracy rate within classification processes is determined by using true 
positives and false negatives divided by all predicted and actual positive and negative instances.  By measuring the overall 
performance of a dataset with balanced models, this measure is effectively used.  The presence of true negative but not 
incorrectly stated negative values makes it suitable for balanced dataset analysis.  The level of model competence is used 
to assess the quality of various classification models, particularly in cases where binary classification tasks have an equal 
class distribution.  Accuracy is primarily used as an alternative to computational and clarity methods, which are desirable 
properties of classically straightforward systems [4].  Its performance is evaluated by considering both true positive and 
true false negatives, making it a good fit for datasets with balanced characteristics.  As with the case for classifying best 
dolphin categories from its relative classes, the measurement of accuracy rate would determine the extent to which the 

 
 

4.0 RESULTS AND DISCUSSION 
     The testing is done on the Leave-One-Out (LOO) method [32], [33], where clusters with specific numbers containing 
a myriad assortment of dimensions are examined.  From the collective number of 299 samples, 298 samples have been 
utilized where 1 of the data points is omitted to be stored as a sample.  The classification is done with data points within 
the range of the remaining 298 samples, where this test set is standardized.  The classification algorithm is run using 

prediction.  The 
final output will portray the identified percentage of the correct classification.  The limitations of the selected dataset size 
is in its relatively smaller sample size since the number of populated dolphin specimen are fairly distinguishable where 
the purpose of probability classification is the identification of the better swarm of bottlenose dolphin that would indicate 
the health level and population compatibility, thus indirectly assists in aiding and establishing a better evaluation metric 
on their environmental habitat preference.  The predictive capabilities on selected dolphin locomotive traits is also more 
catered towards marine mammals such as dolphin categories themselves rather than generalized approach towards 
approximating the best specimen with other animal groups within similar ecosystems.  The probability classification 
supplemented with supervised learning as implicated within the study conjecture also tends towards marine animal habits 
that persist of breathing and swimming patterns among their designated locations, thus will produce computational 
complexity that varies according to the dataset density and subset dimensionality.   
 
4.1     Effects of Dimensionality Clusters on Probability Classification 

     The general rule of thumb for dimensionality complexity in affecting the performance of feature prediction is that the 
selection of optimal k is influenced by the congruence of finite space domain for the problem instance, dictated by the 
size of k in producing sensitive results about the sparseness of the data point and the vague state of non-gleaned data.  
Any bloated size of k would also crowd the neighborhood to be too inclusive of outliers relative to the subclass residing 
within the domain.  In terms of evaluating classification performance for probability classification, weighted polling could 
assist in mitigating the sensitivity of whether to bloat or minimize the size of k when selecting data points within the 
cluster grouping.  Weighted polling approaches have been proven to be less perceptive with the k dimensionality [20], 
[24].  This comes to terms with the choice of k in the adjacency of the nearest neighbor principle, however, this still 
recedes in the dependency of classification on the relative k size.   

     The number of neighbors, k is a crucial factor in the performance of the k-nearest neighbors (KNN) algorithm, which 
depends on the selection of hyperparameters [3], [4].  The magnitude of a change in the size of k can either cause 
overfitting or excess fitting, depending on whether it is small or large instance of data points.  A simple heuristic suggests 
that selecting unbalanced number representing k leads to bias and high variance, while selecting larger objects also results 
in bias but low variance.  The preference for an odd k in datasets with imbalances is to avoid ties.  Therefore, a sufficiently 
high KNN model is required to create essentially the same well-balanced and effective KNN model, which is known as 
delta-bias equilibrium.  The best k is often cross-validated [14], depending on the dataset.  Weighted distance-based voting 
can refine predictions and ensure that closer neighbors have a greater impact.  The weight function affects how all 
neighbors contribute to predictions, with uniform weighting treating all neighboring equally and distance based weight 
affecting closer neighbours [24].  Bayesian optimization and cross-validation are among the techniques that could be 
utilized to optimize these hyperparameters.  In the study context, an even number of k dimensionality was decided as the 
refining factor for optimization maximization in relative with the subset dimensionality and the limited sparsity of the 
datapoint size. 

 
Table 4. Percentages of Tested Probability Classifier Ranges for All Participating Dimensions 

 

Number of k 
KNN 

Naive Classifier 
Normal Weighted 

Weighted-
Squared 

1 92.31 92.31 92.31 92.31 
2 92.31 92.31 92.31 90.97 
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3 92.31 92.31 92.31 91.97
4 91.97 92.31 92.31 92.64
5 91.30 92.31 92.31 92.98
6 91.30 91.64 92.31 88.63
7 89.97 90.97 92.31 90.97
8 89.97 90.64 91.97 89.97
9 88.96 90.30 91.97 90.64
10 88.96 89.97 91.30 91.30

Average 90.936 91.507 92.141 91.238

     Table 4 displays the percentages of tested probabilities across implemented classifier ranges inclusive of all 
participating dimensions.  Within this conjecture, KNN weighted-squared had produced the best result at average of 
92.141% whereas the baseline KNN implementation performs the best at average of 90.936%.  The trend of accuracy rate 
across all tested k dimensions displayed inconsistent performance with occasional fluctuation and decrement in between 
all domains.   

Figure 2. Tested instances for all applied dimensions (k = 1-10) in terms of percentage (%)

     Figure 2 shows the results obtained for the probability classification among the tested dimensions. To elaborate, the 
observation from a comparison of probability classifications across all dimensions within range (k = 0-10) portrays an 
evenly consistent percentage pattern among the tested instances, albeit the Bayes classifier displays a slightly inconsistent
range when tested in between k = 4 and k = 7.  One point that can be denoted from the testing across all dimensions is the 
weighted-squared polling implementation provides the most consistent gradient with a better percentage across all sectors 
with each increment of k, however, the improvement of accuracy percentage still depends on the relative dimensionality 
size.  This fact is due to the nature of the nearest neighbor assigned with greater values with each k increment thus 
elevating the accuracy value.  All other instances of weighted polling display relative reliability in terms of percentage 
consistency as there are no wide deviations from the previous values with each distinctive increase or decrease in accuracy 
percentage.
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Figure 3. Polling results across all numbers of k-dimensions (k=1-10) for tested weighted polling methods

     As shown in Figure 3, the comparison between the accracy percentages exhibited by both the weighted polling 
mechanisms demonstrated distinctive performances across the tested k dimensions where there are fluctuations and 
decrement according to the inclusion of subset dimensionality items for all tested k dimensionality domains ranging from 
as high as 100% to as low as 89%.  

4.2     Benchmarking

     The following tables illustrate the overall prediction performance for the tested data instances for the custom testing 
dataset derived from the reference bottlenose dolphin dataset.  

Table 5. The tested instance and the best dimension assortment to achieve the highest accuracy rate

Algorithm Method Dimension subset used to achieve the best Average Best Class

KNN
1 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1
2 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1
3 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1

Bayes 4 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1

KNN
1 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1
2 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1
3 LapNum/Seg_Dur_s/CO2_ml_per_kg_min 92.31 97.32 83H1

Bayes 4
Seg_Dur_s/Lap_Time_s/Station_Time_s/
CO2_ml_per_kg_min

91.97 96.32 83H1

KNN

1 LapNum/Lap_Time_s/Seg_Dur_s 92.31 96.99 83H1

2
LapNum/Station_Time_s/Seg_Dur_s/CO2_ml_per_k
g_min

92.31 98.33 83H1

3 LapNum/Station_Time_s/Seg_Dur_S 92.31 98.33 83H1
Bayes 4 LapNum/Lap_Time_s/Seg_Dir_s 91.97 96.99 83H1

KNN

1 LapNum/Lap_Time_s/Seg_Dur_S 91.97 96.99 83H1
2 LapNum/Lap_Time_s/Seg_Dur_S 92.31 96.99 83H1

3
LapNum/Station_Time_s/Seg_Dur_s/CO2_ml_per_k
g_min

92.31 98.33 83H1

Bayes 4 LapNum/Lap_Time_s 92.64 98.66 83H1

KNN
1 LapNum/T_Start_s 91.30 97.66 83H1
2 LapNum/Station_Time_S 92.31 97.66 83H1
3 LapNum/Lap_Time_s/Seg_Dur_s 92.31 96.99 83H1
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Bayes 4 LapNum/Lap_Time_s 92.98 98.66 83H1 

KNN 
1 LapNum/T_Start_S 91.30 97.66 83H1 
2 LapNum/CO2_ml_per_kg_min 91.64 98.66 83H1 
3 LapNum/CO2_ml_per_kg_min 92.31 98.33 83H1 

Bayes 4 LapNum//CO2_ml_per_kg_min 88.63 98.33 83H1 

KNN 
1 LapNum/T_Start_s/T_End_s 89.97 97.66 83H1 
2 LapNum/T_Start_s/T_End_s 90.97 98.33 83H1 
3 LapNum/CO2_ml_per_kg_min 92.31 98.66 83H1 

Bayes 4 LapNum/C02_ml_per_kg_min 90.97 99.00 83H1 

KNN 
1 

LapNum/T_Start_s 
/Seg_Dur_s/CO2_ml_per_kg_min 

89.97 93.65 83H1 

2 LapNum/ /T_Start_s 90.64 98.66 83H1 
3 LapNum/T_Start_s/CO2_ml_per_kg_min 91.97 96.66 83H1 

Bayes 4 
LapNum/T_Start_s/Lap_Time_s/T_End_s/Seg_Dur_
S/First_Breadth_in_Station_s/CO2_ml_per_kg_min 

89.97 92.98 83H1 

KNN 
1 LapNum/T_Start_s/Station_Time_s 88.96 92.98 83H1 
2 LapNum 90.30 100.0 83H1 
3 LapNum/CO2_ml_per_kg_min 91.97 98.66 83H1 

Bayes 4 
LapNum/First_Breadth_in_Station_s/CO2_ml_per_k
g_min 

90.64 95.32 83H1 

KNN 
1 LapNum/T_End_s 88.96 97.99 83H1 
2 LapNum/Station_Time_s 89.97 98.33 83H1 
3 LapNum/CO2_ml_per_kg_min 91.30 98.66 83H1 

Bayes 4 LapNum/CO2_min_per_kg_min 91.30 100.0 83H1 
 
     As seen in Table 5, all classes in predicting the best dolphin specimen had annotated 83H1 as the best dolphin class 
irrespective of weighted polling methods between KNN and Naïve Bayes.  In retrospect, KNN algorithm with all its 
variants produced a m
Bayes have produced a result of 100% prediction rate in several runs, the entirety of accuracy rate represented via this 
weighted polling method exhibited a subtle inconsistency across all domains in comparison with the consistency produced 
via KNN in terms of KNN (normal, weighted, weighted-squared).  In Section 3.1.3 it was hypothesized that testing could 
be done on probability classification to predict the bottlenose dolphin class with above-average performance based on 
locomotive activities like swimming patterns, metabolism rate during submerging/emerging, and oxygen consumption 
while submerged.  All 255 dimension subsets have been included in the test for each unique k value and classification 
method.  One goal is to determine the subset of dimensions that produces the best accuracy in every test as a whole.  The 
results of the test demonstrate that it is crucial to include multiple subsets of dimensions for each classification method to 
increase the accuracy rate.  Table 5 lists the main dimensional factor needed to achieve the best accuracy rate, including 
variables like LapNum, Seg_Dur_s, and CO2_ml_per_kg_min which are crucial for enhancing accuracy.  Each probability 
assessment has predicted that dolphin subgroup 83H1 outperforms all other subgroups consistently. 
 
Table 6. the frequency of dimensional variables on producing the better accuracy rate among all the tested dimensional 

subset 
Dimension variable  Frequency for each respective best dimension 

LapNum 39 
T_Start_s 9 
T_End_s 4 

Seg_Dur_s 17 
First_Breath_In_Station_s 0 

Lap_Time_s 9 
Station_Time_s 7 

CO2_ml_per_kg_min 20 
 
     Table 6 displays the dimensional variable that was included in the referenced dataset and added alongside it. The 
individual variables for each variable were already listed in Table 2, but these variables provided valuable insights into 
dolphin group breathing and swimming metabolism.  Furthermore, the results of the study revealed several observations 
on the impact of subset dimensionality on accuracy rate for all dolphin classes implicated in the experimentation.  LapNum 
shows the greatest impact in all dimensional subsets as inclusion for improving accuracy rates, while 
First_Breadth_in_Station_s shows the most negative impact among the dimensional arrays tested.  An average accuracy 
of 96.9% was attained using only a few of the most important dimensions from the classified data points list.  These 
findings have demonstrated several important points to note involving the measurement and inclusion of crucial subset 
dimensionality elements in order to influence the outcome of the prediction result.  Firstly, any attempts to approximate 
and conject the prime dolphin class as best performing candidate need to include the number of laps (LapNum), the 
segments of swimming traversal (Seg_Dur_s), and concentration of exhaled/inhaled air (carbon dioxide/oxygen) for a 



Morsidi International Journal of Software Engineering and Computer Systems  10, Issue 2 (2024) 

journal.ump.edu.my/ijsecs  185 

better representation of the specific dolphin class that fulfill the aspiration criterion (CO2_ml_per_kg_min).  The 
exclusion of any of these subset variables would drastically decline the probability classification augmenting relevant 
feature selections.  Furthermore, the inclusion of several dimension variable such as initial breathing when departing from 
stationary state (First_Breath_In_Station_s), the end point of each swimming segment (T_End_s), and the period in which 
the dolphin is stationary at the current starting point (Station_Time_s) does not play a significant role in boosting the 
efficiency of the polling result where in some instances their omittance displays a relevance in further elevating the 
accuracy rate.  As with the case of the better counterpart of weighted polling measures in properly approximate the prime 
dolphin class, the Bayes classifier was the only one with inconsistent accuracy distribution as the subset dimensions 
increased, while other weighted polling methods imposed within the KNN algorithm demonstrated a consistent result 
across all dimensions.  This outcome showed that additional dimensional subsets were added to improve the overall 
accuracy rate of the entire domain spectrum by compensating for inaccuracies in another related cluster.  The inclusion 
of several subset dimensionality variable would produce desirable predictive rate in favour of the niche groups and their 
respective traits.    

5.0 CONCLUSIONS 

     This study evaluates the effectiveness of weighted probing for probabilistic classification and compares its 
performance with traditional methods in similar classification situations.  The study focused on testing probabilistic 
classification using a locomotive dataset of banded dolphins. The evaluation is performed by measuring the accuracy of 
predicting the exact dolphin classification within a group of banded dolphins.  To see how the number of dimensions k 
affects the ranking values and to obtain more reliable results, all variants of the classifier model were tested over 10 
clusters depending on the number of dimensions k and a summary of the final results was obtained.  The study showed 
that the use of weighted probing is a more reliable option compared to traditional classification techniques.  Weighted 
techniques give more weight to near neighbors, improving prediction accuracy and overall success.  One potential area 
of future research is to use classifier strategies to identify features associated with each category that meet specific 
requirements while addressing limitations or potential low-dimensional integration, in particular helping to demonstrate 
probabilistic classification of targeted features better than the average.  To address the importance of a subset of 
dimensional sectors that are considered feasible to increase accuracy rates.  Future research could also investigate how 
often each classification is performed consecutively to assess retention rates.  This would help to identify the adjustments 
needed to improve the accuracy of classifications that are predicted correctly less frequently than other classifications. 
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