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recommender systems solve this issue by employing recommendation techniques to
assist researchers in locating appropriate literature based on their interests. Existing KEYWORDS
systems frequently rely on user profiles and public and non-public metadata, which gg’fg;i{:; gvatﬁa;l(on

leads to the persistent problem in scholarly recommendations called cold start. To Public contextual metadata
deal with the challenges of cold start in scholarly-based recommender systems, this Content-based filtering
research suggests an improved Content-Based Filtering (CBF) approach that takes Cold start recommendation
advantage of publicly available metadata, specifically the author(s) feature. The Author feature
approach incorporated author(s) features into a scholarly recommender system to

serve as a basis and key component for alleviating "A New Paper Cold Start

Problem." The proposed approach implements the feature vectors of the metadata

using the Count Vectorizer and similarity computation was performed using the

Cosine Similarity formula." An experiment using a publicly available dataset shows

that the suggested method surpasses the approaches previously proposed by other

researchers regarding recommendation accuracy and relevancy, making it a

dependable and efficient instrument for scholarly recommendation. The result also

shows the effectiveness of the author(s) feature in tackling new papers in scholarly

recommendation systems.

1.0 INTRODUCTION

The diversity of information on the net and its daily increases have posed challenges to anyone looking for a particular
item of information. According to Mohanty et al. [1] Roughly 25 million academic papers are available for access via the
Internet. This phenomenon presents the difficulty of dealing with an excessive amount of information- where researchers
encounter a multitude of search results, with the majority often being irrelevant to their queries [2]. The need to manually
filter hundreds or even thousands of pieces of information looking for an item of interest is not just time-consuming but
also leads to choosing unrelated or irrelevant data for our interests. To solve this issue, the current research suggests an
enhanced scholarly recommendation framework that utilizes publicly available metadata from the research paper to
recommend an item to researchers. Additionally, the new paper cold start is tackled using the author(s) feature.

Many systems are currently available to aid researchers in their work, for example, consider Google Scholar, DBPL,
and Xueshu Baidu. However, working with these systems is not as simple as it may seem because the many results
matching the scholar's request are not important [3]. Search engines, like Google Scholar and Microsoft Academic Search,
make recommendations utilizing keywords provided by the researchers. The keyword-based search can produce very
confusing outcomes as keywords are not enough to represent the actual papers needed by the researcher Dai et al. [4].

The challenges mentioned above are tackled using a smart system (a recommendation system) that helps users in
their search. A recommendation system is a technology adopted in many fields that involves the selection of items from
a repository of similar items, such as movies, shopping, news, scholarly research publications, and so on. Working out
recommendation machines for a scholarly recommendation has attracted many researchers Sakib et al.[5]. Many works
are done using different approaches by many researchers. In a nutshell, the scholarly recommender system is designed in
three main ways: Content-Based Filtering (CBF), collaborative Filtering (CF), and a hybrid approach.

The CBF analyses the information contained in the research paper, including keywords, abstract, title, authors,
introduction, etc. It then mines the information to construct the researcher's profile. For instance, [6] built a content-based
recommendation system that manages common author relations between articles. Here, two articles are considered to be
related or similar if they have the same author(s). [7] introduced a research paper recommendation approach that employs
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the researcher's prior works to develop their profile. In a study [8] a web crawler extracts scientific articles from the
internet. Then similarity between the two research papers based on their textual similarities is determined. Metadata has
been proven to be very important in scholarly recommendation systems. Using relevant metadata both researcher’s profile
and articles can be explored as In [9]. The main problem associated with pure CBF scholarly approaches is that they
require the researcher's profile to make recommendations.

To address the shortcomings of content-based filtering (CBF), the research community has shown significant interest
in Collaborative Filtering (CF) as an alternative recommendation approach. As an example, Haruna et al. [10] introduced
a recommender system that relies on citations, utilizing hidden connections among research papers to suggest scholarly
articles. Boussaadi et al. [11] exploit the relevance of the research community through the thematic structure of the
research community to generate personalized recommendations for a given user. collaborative filtering (CF) method is
very effective especially when the paper content is not needed. Amami et al. [12] suggested a graph-based technique in
which the researcher’s profile is built based on the topic they have visited or rated. Manju et al. [13] introduced a random
walk strategy on a diverse paper graph that uses a Mendeley social network to make recommendations and, at the same
time, alleviate cold start. In the collaborative filtering (CF) approach to scholarly recommendation, authors are treated as
items to be rated, and activities such as co-authoring papers are regarded as rating actions Zhang et al. [14]. The whole
idea of CF lies in the collaborators with whom a researcher associates. Young or novice researchers find it very difficult
to collaborate with other researchers or make a good relevant collaboration. Like CBF, CF also has several drawbacks.
One of those drawbacks is the difficulty in finding a suitable rating for the given paper. Hence, most recommendation
systems that utilize a single approach, like CBF or CF, have individual drawbacks.

Hybrid recommender systems were intended to overcome the shortcomings experienced in the CBF and CF, hence
they have been utilized in the scholarly recommendation system these days. Hybrid makes use of CBF and CF features
simultaneously to take advantage of each other. [15] proposed a citation-based approach that leverages the power of the
web of data to build a recommendation engine. The methodology considers a substantial volume of data gathered from
diverse platforms, including those in the realm of social media. [5] proposed a hybrid paper recommendation method that
makes use of multi-level citation networks and public metadata in paper recommendations. [16] suggested a hybrid
Scholarly recommendation model that incorporates contextual metadata, including titles, keywords, and abstracts, with
conventional Content-Based Filtering (CBF) to discern contextual similarities among papers. The model also utilizes
contextual citation relations with traditional CF to find citation relations.

Despite the robustness of the proposed system, there is a need to incorporate additional information, such as authors,
into the content-based part of the system to increase its accuracy. This gap means that the proposed approach has not yet
solved the new paper's cold-start problem. For instance, an author may have published a new paper, but it's yet to be cited
by anyone; therefore, this newly published paper cannot be listed in the candidate papers of the paper of interest using
this method. Hence, this research work aims to overcome the cold start challenge of the newly published paper by
incorporating the authors of the paper among the futures in the system. By incorporating the author(s) feature into the
recommendation process, the system can now detect and discover related papers authored by the same researchers. This
integration significantly enhances the system's ability to recommend newly published papers by leveraging the author's
previous work and contributions to the field. The system ranks the candidate papers based on their similarity scores and
generates a list of the Top recommended papers. This approach ensures that newly published papers, which might suffer
from the cold start problem due to insufficient metadata, can still be effectively recommended by leveraging the additional
author(s) feature. The integration of this feature enriches the recommendation process, leading to more accurate and
relevant suggestions for users.

The main achievements of this work are listed below:

1. An improved personalized scholarly-based recommendation (IPSPR) is proposed that utilizes only freely
accessible paper information.

2. A scholarly recommendation application that overcomes the cold start problem of the new paper by
incorporating the author feature of the research paper in the recommendation process.

The remaining part of the paper is arranged in the following structure: Section two reviews related works on previous
research paper recommendation approaches and cold-start alleviating approaches. Section three details our approach,
while Section four covers the Setting up of the experiment and assessment measures. The findings are examined and
debated in Section Five. Lastly, section Six provides the conclusion of the paper.

20 RELATED WORKS

Recommender Systems (RSS) is a burgeoning research field that has gained significant attention from researchers
due to its wide-ranging importance, leading to rapid and substantial growth. The daily increase in researchers' interest in
the field is proportional to the overwhelming increase in internet technology and E-businesses. This Part of the paper
highlights some of the previous methods used by the researchers in developing the Recommender system.

Content-based filtering (CBF) is among the dominant approaches used for the development of recommendation systems.
It utilizes the features or descriptions of an item to create a user profile according to the item's feature. To recommend
new items to the user using this method, previous users' activities are analyzed to find a pattern through which similarities
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are established Koren et al. [17]. [18] built a recommendation system that manages common author relations between
articles. Here, two articles are considered to be related or similar if they have the same author(s). Finally, the Random
Walk algorithm is implemented to compute similarities and obtain the top articles to recommend to a researcher.

To integrate the recommendation system into the digital library, the term Frequency-Inverse Document Frequency
(TF-IDF) and cosine similarity have been employed to figure out the connection an article of research corresponds to a
user's search or topic of concern. An example of the work that combined TF-IDF and cosine similarity was a framework
proposed by Lofty et al. [21] that was based on adaptive hypermedia. [22] also takes advantage of the co-authorship
network to construct the research profile using TF-IDF. Insufficient information always minimizes the accuracy of any
recommender system. For instance, in a situation where a recommender is designed to use both or sometimes only non-
public datasets, the system may run into problems when this data is not available. Hence, using publicly available paper
information or metadata makes the best recommendation system as proposed by Zhu et al. [23].

Chi et al. [19] proposed a keyword-based concept recommendation model to remind users of related input keywords
and expand their search terms. The proposed system generates concept terms related to the search term the user presented.
Hong et al. [20] proposed a user-centric profile scholarly recommender system that uses an algorithm to extract keywords
from the paper. That is, the work relied heavily on the keyword metadata, which is not enough attributes for the
recommendation process.

Unlike many recommendation approaches that treated the whole document as a single topic, [24] proposed a content-
based Recommendation approach that considered an article as a constituent of various topics through which two more
articles' similarities can be deduced. Traditional Content-based recommender system normally utilizes the user's profile
taking into account His/her previous publications to make recommendations for new articles.

The cold start describes the difficulty in making a recommendation when the item is new. The difficulty remains a
persistent problem for the CF recommender system. [25] divided answers that addressed the cold start dilemma into ten
groups according to the technique and methods adopted. In the case of insufficient details concerning the individual or
items, the recommendation engine is adjusted to source the required information from an external source, such as social
networking sites. The sourced information is now used to bootstrap the system to do away with the cold start issues earlier
encountered by the system. One such work that implements such idea of utilizing available social network data was
proposed by Shaphira et al. [26]. [27] proposed a cold start alleviating approach that populates cold user profiles by
finding the relationship among the users through mining the pattern of their research works. Similarly, Shaw et al. [28]
proposed a framework that expands the profiles of the researchers by finding and computing the pattern of association in
the dataset. Lika et al. [29] the method of classification is incorporated into the pure CF, and demographic information
is utilized to find users with similar interests. A covering reduction algorithm was proposed by Zhang et al. [30] which
removes redundant users from around the new user to avoid the cold start.

In [31] a method to tackle a cold start problem in the scholarly recommender system was proposed. The solution
utilized the individual's networking relationships and subject interactions among publications in the Mendeley scholarly
online communities. In [32, 5] citation networks were utilized to discover many papers hidden in citation relations. New
academicians and new papers are mostly undetected by the recommender system (papers and researchers cold start).

To overcome the issue of cold start, Gupta et al. [33] proposed a framework that provides a rating for each work done
by the researcher and established a concealed relationship that connects the paper's title, references, and citations. To do
away with the problem of item cold start suffered by Micro Open Education Resources (ORES) a Heuristic approach is
proposed by Sun et al. [34] to incorporate recently released ORESs into the existing training path to increase the chances
of paper discovery. Citations analysis and networks were used by researchers to fix the cold start difficulty. For instance,
the similarities of articles could be discovered by identifying the rhetorical zone of each article, Abbas et al. [35].
However, this work utilizes only the Abstract and introduction content of the paper, and this is insufficient metadata for
recommendation. Subsequently, a cold start problem is dynamic and could be addressed using different methods. Hence,
this work aims to tackle the new paper cold start using Metadata of the paper specifically the author(s) metadata feature.

3.0 METHODS AND MATERIAL

The proposed approach involves a series of implementation phases, beginning with the data acquisition phase, the
Data processing phase, and then a documented experiment dataset, experiment, and result presentations.

3.1 Data Acquisition

The user submits a paper of interest (POI) to the system. Every piece of the available public contextual information
for the selected paper of interest is extracted, which includes the title, keywords, abstract, and author(s). The data
obtained is unusable in its actual format, therefore it has to undergo a wrangling process to make it clean and usable for
our purpose. Cleaning processes such as removing the stop words are done to the data.
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Figure 1: IPSPR Flowchart

3.2 The Content-Based Model Utilizing Public Contextual Metadata

This phase performs similarity computation between POI and candidates’ papers based on Title, keywords,
abstract, and author(s). The integration of public contextual metadata involves the following steps:

Step 1: Feature vector computation of research paper F*°'and paper of interest (POI)
fPOI = Trige + TKeywords + Tabstract + TAuthor(s) (l)

— (thPOl, W(ZPOI, WgPOl, ...... , WtrPOI ) (2)

In this context, 't’ is the difference between the terms found in the Title, Keywords, Abstract, and Author(s) of an
article of interest. Additionally, 'W' denotes each term. We also need to compute the feature vector for the qualified
candidate papers. For each selected paper, construct the feature vector F¢ (i = 1, 2,..j). Every potential article to
recommend Ci (i = 1, 2, 3,...j) is identified as a feature vector FC.

n o
c & :
YT D Tt D Tat YTy ®
k=1 =1 q= 1 r=1
= (WuPO], Wtzpm, Wt3POI, ------ aWtrPOI ) (4)

Now that the feature vectors of POI and candidate papers are computed, we're all set to compute the similarity between
the feature vector of the paper of interest and the potential paper (i=1,2,...j).

To compute the similarity between these two vectors, the cosine similarity formula is employed.

n  pPOI pC _ gPoOI gC )
\/Zln:l (FPOI 2 -\/Z?ﬂ (FC )2 e (NPT

Where fPOT and f¢ denote the feature vectors for the researcher’s POI and potential candidate papers.

Propose IPSPR Algorithm:
Algorithm 1: IPSPR Algorithm for Retrieving Potential Articles and Associated Available Information

SIMILARITY (fPO!, f€) =

journal.ump.edu.myfijsecs 43



A.H.Zaharadeen et al. | International Journal of Software Engineering and Computer Systems | Vol. 10, Issue 1 (2024)

Input: Paper of Interest (POI)

Output: Top-N recommended papers

1. Retrieve Information from Paper of Interest (POI):
e  Extract the title, keywords, abstract, and author(s) information from the Paper of Interest (POI).
e Data cleaning is also performed at this stage using pandas to obtained a practicable dataset.

2. Compute Feature Vector 9! for POI:
e Generate a feature vector (f P9") representing the semantic content of the POL.

3. Retrieve Qualified Candidate Papers (CP):

e Query the database or dataset to retrieve a set of selected papers (CP) that are potentially related to the
POL

4. Compute Feature Vectors for Candidate Papers:

e Generate feature vectors (f¢) for each candidate paper (CP) by processing the textual content of their
titles, keywords, abstracts, and author(s) information.

5. Calculate Cosine Similarity:

e Compute the cosine similarity between the feature vector of the POI (fF°7) and each candidate paper's
feature vector (f¢) to measure their semantic similarity.

6. Select Top-N Recommended Papers:

e Rank the candidate papers based on their cosine similarity scores and select the Top-N papers as the
recommended papers for the user.

3.3 Steps of the algorithm and implementation of the study
1. Retrieve Information from Paper of Interest (POI):
e  Extract the title, keywords, abstract, and author(s) information from the Paper of Interest (POI).
e Data cleaning is also performed at this stage using pandas to obtained a practicable dataset.

e Once the information is extracted, the next step is to clean the data using pandas, a popular data
manipulation library in Python. Data cleaning ensures that the dataset is free from errors,
inconsistencies, and irrelevant data, making it more useful for analysis or further processing.

2. Compute Feature Vector f¥°! for POI:
e Generate a feature vector (fF°7) representing the semantic content of the POI.
e The feature vector is generated using The CountVectorizer

e The CountVectorizer converts text into a numerical format that machine learning algorithms can use.
Each document is represented as a vector of word counts, allowing algorithms to analyze and model
the text data effectively.
3. Retrieve Qualified Candidate Papers (CP):

e Query the database or dataset to retrieve a set of selected papers (CP) that are potentially related to the
POL
4. Compute Feature Vectors for Candidate Papers:

e Generate feature vectors (f¢) for each candidate paper (CP) by processing the textual content of their
titles, keywords, abstracts, and author(s) information.

e The CountVectorizer converts text into a numerical format that machine learning algorithms can use.
Each document is represented as a vector of word counts, allowing algorithms to analyze and model
the text data effectively.

5. Calculate Cosine Similarity:

e Compute the cosine similarity between the feature vector of the POI (fF°") and each candidate paper's
feature vector (f¢) to measure their semantic similarity.
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e  Once the text is vectorized, you can compute the cosine similarity between the two vectors (representing
the POI and the Candidate Paper). Scikit-learn’s cosine similarity function computes this similarity
score.

6. Steps to Select Top-N Recommended Papers: Compute Cosine Similarity:

e First, as explained earlier, compute the cosine similarity scores between the POI and each candidate
paper. These scores reflect how similar each candidate paper is to the POI, with higher scores indicating
greater similarity. Rank the Candidate Papers:

e Once the cosine similarity scores are computed, the next step is to rank the candidate papers. This
ranking is done in descending order, meaning that the paper with the highest similarity score is ranked
first.

3.4 Overview of The Proposed Model.

The proposed approach enhances the scholarly recommendation system by effectively improvement of the accuracy
of system. This is achieved through the integration of the author(s) feature along with the title, keywords, and abstract.
The model leverages a Content-Based Recommendation (CBR) approach to compute the similarity between the Paper of
Interest (POI) and candidate papers using their contextual metadata. The model operates by first receiving a query from
a user, which is the title of the Paper of Interest (POI). The system then extracts required metadata from the POI,
specifically the title, keywords, abstract, and author(s). Using this metadata, a feature vector for the paper of interest (FF°T)
is computed. Next, the system retrieves a set of qualified candidate papers (CP). For each candidate paper, a feature vector
(FF€) is computed using the same types of metadata extracted from the POI. The similarity between the POI and each
candidate paper is then calculated using the cosine similarity measure, which determines how closely related the papers
are based on their feature vectors.

Finally, the system ranks the candidate papers based on their similarity scores and generates a list of the most relevant
recommended papers. This approach ensures that newly published papers, which might suffer from the cold start problem
due to insufficient metadata, can still be effectively recommended by leveraging the additional author(s) feature. The
integration of this feature enriches the recommendation process, leading to more accurate and relevant suggestions for
users.

3.5 EXPERIMENTS
3.5.1 Dataset

In this section, the Evaluation arrangement of the suggested method to assess its effectiveness is detailed. A publicly
accessible dataset computed in [24] is utilized. The dataset includes the publications of 50 researchers in different fields.
Our approach gathered publicly accessible information about every one of their articles, including the title, abstract,
keywords, and author(s). Table 1 presents an overview of the dataset.

Table 1. Experiment Dataset

Number of researchers 50

Average publication per researcher 10

Average citation per publication 14.8 (Max. 169)
Average references per publication 15.0 (Max. 58)
Total number of papers 100, 351
Average citation per candidate papers 17.9 (Max. 175)

3.5.2 Benchmark approaches

To evaluate the performance of Our technique, outcomes from experiments were compared with the following baseline
approaches:

3.5.2.1 Hybrid Personalized Scientific Paper Recommendation Approach Integrating Public Contextual Metadata
(HPSPRPCM)

A Hybrid Personalized Scientific Paper Recommendation Approach Integrating Public Contextual Metadata
(HPSPRPCM) [5] presented a hybrid approach that utilizes public contextual metadata (title, abstract, and keywords) in
recommendation processes. This approach finds similar papers to the POl by computing the feature vectors of both POI
and candidate papers. Candidate papers with the highest similarities are therefore suggested to the user.
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3.5.2.2 Research Paper Recommender System (RPRS)

A research paper recommender system based on public contextual metadata This approach was proposed in [36]. The
approach utilized available content (title and abstract) from articles to generate a recommendation. Unlike the
aforementioned baselines, which utilize only three (title, abstract, and keywords) and two (title and abstract) publicly
available contextual metadata respectively, the proposed approach takes advantage of four contextual metadata (title,
abstract, keywords, and authors). The additional information provides more insight about papers and therefore provides
a more reliable recommendation as compared with its baseline counterparts.

3.6 Evaluation Metrics

To determine the effectiveness of the suggested framework, the following metrics are used, which are widely used in
evaluating recommender systems:

3.6.1 Precision

Precision is the fraction of correctly recommended papers out of all recommended papers. Written as a formula:

Precision (P) = é (6)

Where X denotes Number of papers correctly Recommended and Y denotes Total Recommended Papers.

3.6.2. Recall
Recall is the fraction of all relevant papers returned by the.system. Written as a formula:
Recall (R) = = ©)

where Ri denotes Number of papers correctly recommended and Rt denotes  Number of  papers correctly
recommended

3.6.3F1

The F1 harmonizes precisions and recall to obtained better understanding of the performance of the system.
2+xP*R

F1 ==—— @)
Where P and R, denotes Precision and Recall respectively.
3.6.4 Mean Average Precision (MAP)
Mean Average Precision is used to measure the overall effectiveness of the search algorithm.
MAP = Z37_, AP )

Where n is the number of average precisions in a set and AP i is the average precision (AP) for a given query.

4.0 RESULTS AND DISCUSSION

Outcomes of the benchmark approaches and suggested approaches are presented and discussed in this section. Figure
2 shows the effectiveness of the benchmark methods and the suggested methods as per the precision metric. The graph
provides a clear demonstration of how the proposed approach markedly excelled over the benchmark methods in precision
values at all K-values. For instance, when K = 15, the proposed approach has a precision value of 0.9% whereas the
benchmark approach scores 0.67% and 0. 15% respectively. Considering the outcomes, we can conclude that the
suggested work returns the highest percentage of relevant papers. As in precision, in recall also, the proposed approaches
overtake the benchmark approaches at all values of K. However, when K =5 both Sakib et al. (2021) and the proposed
approach score 1% recall values as indicated in Figure 3. To summarize the concept, the proposed approach can identify
more relevant papers to the POI compared to its benchmark counterparts, thus having the highest recall value in all
scenarios (K@10, K@15, K@20, K@25, and K@30) except for K@5, where both [5] and the proposed approach have
the same recall value of 1. The proposed approach demonstrated a significant performance advantage over benchmark
methods based on the F1 metric. Figure 4 below depicts the performance of the three approaches based on F1. Figure 5
shows the MAP results of each benchmark approach and suggested work. According to the MAP results, the proposed
approach proves its effectiveness in returning the highest percentage of the relevant papers (96%) compared with the
0.74% and 0.5% returned by [5], [33] respectively, the proposed approach has an additional advantage.
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Figure 2. Compare the performance of the suggested method with two other approaches, HPSPRPCM and RPRS, in

terms of Precision.

e propose approsch
B Sakib NQ21

== Haruna et al (D020}

WHARUNA et al (2020)

SAKTE et al (Z0Z1)

Figure 3. The performance of the suggested approach is compared with two baseline methods, HPSPRPCM and RPRS,

about Recall.

“Je propose approach
@ Saki 2021
—— Haruna et al (2020)

Figure 4. Comparative performance of the proposed method against the baseline approaches (HPSPRPCM and RPRS)
in terms of F1 score.

SAKIB et al (20Z1) 074

APPROCHES MAP (FOR ALL E- |
WVALUES)
- | -

Haruna et al (202:0) Sakity et al (2021) Proposd Approsch

PROPOSED APPROACEH 095

Figure 5. The proposed method compares performance with two baseline approaches, HPSPRPCM and RPRS, about

Mean Average Precision (MAP).

journal.ump.edu.my/ijsecs



A.H.Zaharadeen et al. | International Journal of Software Engineering and Computer Systems | Vol. 10, Issue 1 (2024)

5.0 CONCLUSIONS

This study, we present a paper on cold start alleviation techniques to enhance HPSPRPCM, ensuring the detection of
all relevant papers published by the author(s). Unlike benchmark approaches, this work integrates the author(s) feature in
the pre-recommendation phase to address the cold start problem. The integration enhanced the scholarly recommendation
system's relevant papers detection capacity. In concluding remarks, in this work, an Improved HPSPRPCM Technique
was proposed called IPSPR. The goal is to integrate additional features (author(s)) into the existing ones (title, abstract,
and keywords) to enhance HPSPRPCM. The IPSPR is designed to be more effective and efficient only for the Mitigation
of the cold start issue in the scholarly recommendation machines. For this process, the author(s) feature is considered the
best feature for detecting the hidden papers published by the author. According to the experiments conducted using about
four performance evaluation metrics, the outcome indicates that the suggested IPSPR successfully overtakes the
benchmark approaches across the whole set of metrics. For instance, using MAP, the proposed approach scored 96%,
while benchmark approaches scored 68% and 50%, respectively. The summary of the MAP result proved that the
proposed approaches produce corrected recommendations in comparison with the benchmark methods. Thus, the
suggested approach is more reliable.
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