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ABSTRACT - In the grasping task of industrial robots, multi-target objects are often placed in 
disorder or even partially occlusion or stacked, which brings certain difficulties to visual 
detection such as accuracy and real-time. The traditional Mask-RCNN algorithm can achieve 
high detection accuracy in scene which the target objects are neatly placed, but in the complex 
scenarios such as disorderly placed or partially occlusion is still have space for improvement 
in accuracy and speed. Mask-RCNN introduces the mask head structure to achieve pixel level 
segmentation mask prediction, it achieves high detection accuracy but increases the amount 
of calculation, this cause the detection speed is limited. To deal the above problems, this paper 
proposes an indirect frame subtraction for loss function to improved Mask-RCNN, which uses 
adjacent frames as comparison templates to find differences for image, that is, after one 
recognition, the previous recognition result is used as the background, and the next change 
is used as the target. thereby improving the recognition accuracy, reducing the repetitive 
estimation of regions, and improving the detection accuracy and running speed. Through 
experiments on self-made datasets, it is proved that new method can improve the image 
recognition accuracy about 2.3%, another, image recognition time has been reduced by 9% 
and the FPS value is improved by 6 frames which indicate the speed was improved. The 
research has important reference significance for the realization of robot flexible grasping task 
in intelligent manufacturing environment. 
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1.0 INTRODUCTION 

With the continuous progress of science and technology, visual inspection has ushered in a new wave of development 

worldwide, occupying an increasingly large market size and playing an important role in many industries [1]. Especially 

in repetitive motion scenes such as grasping classification and assembly in the industrial field, visual inspection has been 

widely applied. However, when performing visual detection tasks, it is common to encounter disorderly placement of 

multiple target objects, even partial occlusion or stacked of the target object bring certain difficulties to the accuracy and 

real-time performance of visual detection. 

The combination of visual detection and deep learning has become a hot research topic both domestically and 

internationally. Compared with traditional fixed-point, manual guidance, or simple visual recognition localization 

detection methods [2], the combination of visual detection and deep learning has higher accuracy, flexibility, and 

application value. Mask-RCNN is the latest research achievement in this field, which mainly completes three tasks: object 

detection, object classification, and pixel level object segmentation. This deep learning network is inherited from CNN, 

RCNN, Fast-RCNN, Faster-RCNN [3]. 

CNN was proposed by Hubel in the 1960s, which shortens the training time of the network by compressing high-

dimensional features, making it more practical [4]. Convolution neural networks start from the most basic edge features 

and extract the most prominent features in each network layer to obtain translation, rotation, or other forms of features, 

thereby obtaining high in-variance of deformations such as translation, rotation, and scaling [5]. Girshick [6] proposed 

the Region based Convolution Neural Network (RCNN) detection algorithm by applying CNN models in the area of 

target detection. It can be said that it is the first successful model algorithm to apply deep learning to the area of object 

detection. In traditional object detection methods, the idea is mostly based on image recognition, using exhaustive 

methods to select all region boxes containing objects on the image, and extracting and classifying features on these region 

boxes. Finally, the results are output through Non-maximum suppression (NMS) method. However, due to the fact that 

this method takes up a large amount of disk space when extracting features corresponding to all candidate regions and 

storing them, as well as the image deformation caused by cropping and scaling operations during the normalization 

process, it has a series of problems such as low efficiency and longtime consumption, and RCNN has not been widely 

applied. Fast-RCNN obtains candidate regions through selective search algorithms and then uses ROI projection 

operations to proportionally reduce the candidate regions in the original image and map them to the regions corresponding 

to convolution features [7][8]. Then, it extracts features from these regions on the convolution layer through the ROI 
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pooling layer (ROI pooling 1ayer). Compared with RCNN, Fast-RCNN could improve training and inference speed, and 

no longer occupies a large amount of disk space, reducing the required space for training. However, this algorithm uses 

selective search algorithms to extract candidate boxes, resulting in poor real-time performance. Therefore, Faster-RCNN 

algorithm has emerged by introducing candidate region generation. The advantage of using Region Proposal Network 

(RPN) to extract candidate region boxes is that it can eliminate the separation problem caused by selective search [9]. 

Faster-RCNN simplifies the object detection process and improves computational efficiency, However, the algorithm still 

uses the ROIPooling network to convert feature maps of different sizes into the same size. This operation rounds the 

feature maps twice, causing pixels in the feature map to deviate from those in the real image, reducing the accuracy of 

object recognition.  

Mask-RCNN has been proposed by replacing ROI Pooling with ROI Align, avoiding the rounding operation of ROI 

Pooling in feature scaling, reducing the loss of spatial symmetry, and thus maintaining the refinement of feature pixels 

[10]. In addition, Mask-RCNN introduces the Mask Head structure to enhance the prediction performance of the model, 

achieving pixel level segmentation mask prediction. The mask branch predicts the mm binary mask output of K 

types(where mm  represents the size of the mask and K represents the number of categories), applies a sigmoid function 

to each pixel point, and the overall loss is defined as the average binary cross loss entropy, which improves recognition 

accuracy to a certain extent. It is precisely because the network achieves high detection accuracy through compare the 

detection results with the labeled image pixel by pixel to achieve pertinence learning of image features, but it increases 

the computational complexity of the image detection process, which to some extent affects the detection speed. On the 

other hand, this algorithm also has room for improvement in image recognition performance especially in the presence of 

partial occlusion or stacking of multiple target objects. 

The existing algorithms may result in missing features extracted from partially occluded or stacked multiple target 

objects, reducing the accuracy of target object localization. At the same time, they are more sensitive to the threshold of 

NMS, which can easily lead to misjudgment of target categories. At present, the accuracy of the most advanced object 

detectors and deep neural network-based classifiers under partial occlusion will decrease. Many studies focus on 

improving network structure and improving the accuracy of existing methods for identifying and locating occluded 

objects. Qi et al. proposed a Multi-Layer Coding (MLC) network, which uses an occlusion classification branch to 

improve the modal perception ability to infer occlusion parts. DeVries and Taylor proposed a regularization technique 

called Cutout, which enhances training data with partially occluded images. For each input image, randomly select a pixel 

as the center point of a fixed-size zero mask to remove adjacent parts of the image. However, increasing training data by 

improving the network structure can lead to a slow detection speed. 

To solve this problem, this article proposes an improved Mask-RCNN algorithm, and then uses 4 cuboids as detection 

targets and verifies the accuracy and speed of the improved algorithm through experiments when the 4 target objects are 

placed in disorder or even partially occluded. 

This article mainly introduces the following content: Section 1 mainly introduces the development of deep learning 

algorithms. Section 2 introduces the basic architecture and principle of Mask-RCNN network which is widely used 

nowadays. In section 3 an optimization algorithm with an improved loss function is proposed based on Mask-RCNN 

algorithm. In section 4 do the experiment and analysis the experimental data. The final section provides a summary of the 

paper.       

2.0 RELATED WORKS 

      Mask-RCNN is an instance segmentation algorithm in target detection [11], Figure 1 is the Mask-RCNN overall 

architecture. The target object image is pre-processed, and then classified, regressed, and segmented. The process is as 

follows: First, the pre-trained feature extraction network (RESNET+FPN) extracts the features to obtain the 

corresponding feature map; Second, Input the feature map to the area suggestion network (RPN) to generate multiple 

target candidate areas (ROIs) [12]. Then, input the feature map and generate multiple ROIs to the RoIAlign layer together, 

so that each target candidate region's ROIs are normalized to the same size. This procedure guarantees that the pixels in 

the feature map are aligned with the pixels in the primitive image. Finally, the relevant target features are collected from 

the feature map, and then output to the FClayers and FCN for target classification and instance segmentation. Through 

decoupling the relationships between multiple subtasks, the accuracy of target object detection in complex backgrounds 

(multi-objects placed disorderly or partial occlusion) can be improved [13]. This makes Mask-RCNN significantly 

superior to early template matching algorithms and other deep learning object detection algorithms in target recognition 

accuracy [14][15]. 
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Figure 1. Mask- RCNN pipeline 

The Mask-RCNN algorithm mainly improves the Faster-RCNN, replacing the region of interest pooling operation 

(ROIPooling) with the region of interest alignment operation (ROIAlign), in the ROIAlign operation, bi-linear 

interpolation was used to avoided the rounding operation of ROIPooling operation in feature scaling, reducing the loss of 

spatial symmetry, and thus maintaining the refinement of feature pixels. 

We get the feature map for the ROIAlign of the Mask-RCNN by formula (1): 

k = k0 + log2(√wh 224)⁄  (1) 

In the equation, k0, w, and h are respectively the area, width and height of the feature map. Here 224 represents the 

size of the image used for pre-training. Different from Faster-RCNN , ROIAlign of Mask-RCNN quantize the region of 

interest use bi-linear interpolation [16]. As shown in Figure 2, if we know the points of A11, A12, A21, and A22, then Mask-

RCNN obtains points of B1 and B2 by linear interpolation, and then interpolates the obtained points of B1 and B2 , and 

finally we can get the interpolation point P, that is: 

 

𝑓(𝑃) ≈
𝑦2 − 𝑦

𝑦2 − 𝑦1
· 𝑓(𝐵1) +

𝑦 − 𝑦1
𝑦2 − 𝑦1

· 𝑓(𝐵2) (2) 

 

𝑓(𝐵1) ≈
𝑥2 − 𝑥

𝑥2 − 𝑥1
· 𝑓(𝐴11) +

𝑥 − 𝑥1
𝑥2 − 𝑥1

· 𝑓(𝐴21) (3) 
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· 𝑓(𝐴22) (4) 
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+
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(5) 
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Figure 2. ROIAlign bi-linear interpolation 

The entire ROIAlign process did not use quantization operations, so did not introduce errors, meaning that the pixels 

are completely aligned without deviation between the original image and feature map.  

Mask-RCNN is a two-stage instance segmentation method. The first stage is feature extraction by backbone network, 

and the second stage is classification, box regression, and Mask prediction for each ROI by head network as shown in 

Figure 3 below. 

 

Figure 3. Head network for Mask-RCNN 

Backbone uses pre-trained ResNet to extract features from input images to get ROI. Then, there are two branches. 

The up-branch function is classification and regression, while the bottom branch function generates corresponding masks. 

First, the ROI is changed to the feature of 2561414  , then the same operation is carried out for 5 times [17], and then 

the deconvolution operation is carried out to output the Mask of 802828  , that is, a larger and finer Mask is output. 

During the training process, in order to match the ROIAlign characteristic distribution of the target in the image, 

Define a multi-task loss function for each ROI during training. 𝐿𝑚𝑎𝑠𝑘−𝑟𝑐𝑛𝑛 can be written as equation (6): 

 

Where, 𝐿𝑐𝑙𝑠, 𝐿𝑏𝑜𝑥 and 𝐿𝑚𝑎𝑠𝑘  are classification loss, regression box loss and segmentation loss respectively [18]. m is 

the image length and width of ROI processed by the dimension matching layer, k is the type number of the detection 

target, K is the total number of targets for model detection, 𝑝𝑘𝑖
∗  is the value of the ith pixel in the true Mask image of the 

kth detection target. If this pixel belongs to the k-type detection target, its value is 1; otherwise, it is 0. 𝑃𝑘𝑖  is the value of 

the ith pixel in the predictive Mask image of the kth detection target [19][20]. If the model considers that this pixel belongs 

to the k-type detection target, its value is 1; otherwise, it is 0. According to equations (6) and (7), it can be seen that this 

function realizes targeted learning of image features pixel-by-pixel by comparing the detection results with the labeled 

𝐿𝑚𝑎𝑠𝑘−𝑟𝑐𝑛𝑛 = 𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘  (6) 

𝐿𝑚𝑎𝑠𝑘 = −
1

𝑚2
∑∑log [𝑝𝑘𝑖

∗ 𝑃𝑘𝑖 + (1 − 𝑝𝑘𝑖
∗ )(1 − 𝑃𝑘𝑖)

m2

i=1

K

k=1

] (7) 
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image, which is the root cause for detection accuracy of Mask-RCNN is superior to the general target detection algorithm 

[21]. 

3.0 METHODS AND MATERIAL 

Although Mask-RCNN achieves high detection accuracy, but in scenarios where multiple objects are partially 

occluded or stacked may result in missing features extracted from target objects, reducing the accuracy of target object 

localization. At the same time, they are more sensitive to the threshold of NMS, which can easily lead to misjudgment of 

target categories, and pixel level segmentation mask prediction increases data computational, so the detection speed is 

affected to some extent. So, this paper gives a new idea, that is, propose an indirect frame subtraction (IFS) to improve it, 

after one recognition, the previous recognition result is used as the background, and the next change is used as the target. 

This can reduce computational complexity and improve detection speed. On the other hand, the original target detection 

is considered to be equivalent to increasing to four times, and it is progressive layer by layer, which can further improve 

image recognition accuracy. The method we take is divide a detection cycle into four times 𝑡0, 𝑡1, 𝑡2 and 𝑡3. The time 𝑡0 

is the target prediction Mask of Mask-RCNN, while the time 𝑡1, 𝑡2 and 𝑡3 take the real Mask 𝑃𝑘𝑖
′   ,𝑃𝑘𝑖

′′  ,𝑃𝑘𝑖
′′′ of the previous 

acquisition time as the background.  

Now, the equation (7) is modified as follows: 

Where:𝑡0, 𝑡1, 𝑡2 and 𝑡3are the four moments in a cycle. 𝑃𝑘𝑖
′   ,𝑃𝑘𝑖

′′  ,𝑃𝑘𝑖
′′′ and 𝑃𝑘𝑖

′′′′ are the real mask of the acquisition time 

𝑡0, 𝑡1, 𝑡2 and 𝑡3. So, in one complete cycle, we can get the modified loss function 𝐿𝑚𝑎𝑠𝑘
∗  as equation (9). 

After improving Mask- RCNN, the loss function is equation (10). 

According to the idea of the improved algorithm and the above mathematical formula, we can get the flow chart of 

the IFS method as shown in Figure 4. When the masks input to the network, reshape for simplicity to merge first two 

dimensions into one, permute predicted masks to the form [N, num_classes, height, width], only positive ROIs and only 

the class specific mask of each ROI contribute to the loss. Gather the masks (predicted and true) that contribute to loss, 

calculate the loss for the first time, which is the normal mask loss function, loop through each calculation, and y_true is 

the target masks of the previous group, this function divides target masks into four groups based on the batch. Finally, 

add the losses to get the total mask loss. 

{
 
 
 
 
 
 

 
 
 
 
 
 
𝐿𝑚𝑎𝑠𝑘 = −

1

𝑚2
∑∑𝑙𝑜𝑔 [𝑝𝑘𝑖
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 (8) 

𝐿𝑚𝑎𝑠𝑘
∗ = 𝐿𝑚𝑎𝑠𝑘+𝐿𝑚𝑎𝑠𝑘

′ +𝐿𝑚𝑎𝑠𝑘
′′ ++𝐿𝑚𝑎𝑠𝑘

′′′  (9) 

𝐿𝑚𝑎𝑠𝑘−𝑟𝑐𝑛𝑛 = 𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘
∗  (10) 
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Figure 4. Flowchart of improved loss function 

Due to the Figure 4, flowchart of improving the loss function, the corresponding program code is written. Figure 5 is 

part of the core code. 

 

Figure 5. Part code of improved loss function 
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4.0 RESULTS AND DISCUSSION 

This experiment takes 4 small cuboids as detection targets, the size of which is 101520  mm. The 4 target objects 

are placed out of order and partially occluded or stacked. The target objects are divided into two categories, labeled by 

“TOP” and “BOTTOM”, where “TOP” refers to objects above occluded or stacked, and “BOTTOM” refers to objects that 

are occluded or regularly placed. A complete system is used to recognize real images to verify the feasibility of the 

segmentation technique in complex cases. 

4.1 Experimental environment and network parameters 

The network is trained on Intel Core i7-9750H processor, 64-bit Windows 10, and NVIDIA GeForce RTX 2060 14GB 

GPU operating system. Because of the difference in the data set, when training need to fine-tune network parameters. The 

network parameters are set in Table 1. 

Table 1. Network parameters 

Parameters Value 

NUM_CLASSES 3(1+2) 

IMAGE_MAX_DIM 1024 

IMAGE_MIN_DIM 320 

RPN_ANCHOR_SCALES (32,64,128,256,512) 

RPN_ANCHOR_RATIOS [0.5,1,2] 

MAX_GT_INSTANCES 5 

DETECTION_MIN_CONFIDENCE 0.8 

WEIGHT_DECAY 0.0001 

LEARNING_RATE 0.001 

STEPS_PER_EPOCH 300 

NUM_CLASSES is the total number of categories, in this case 3, including 2 categories and 1 background category; 

Set IMAGE_MAX_DIM as the maximum side length of the image, and IMAGE_MIN_DIM as the minimum side of the 

image. Through the experiment, it is best to set this parameter to a multiple of 64, this can guarantee the feature mapping 

is smoothly scaled up and down at the 6 levels of the FPN pyramid, mismatched settings may be affected by the minimum 

image scale and the loss of result information. Since the number of objects contained in each required recognition image 

is 4, in order to maintain the training speed, the maximum number of instances MAX_GT_INSTANCES is set to 5. The 

DETECTION_MIN_CONFIDENCE is set to 0.8. This parameter is the confidence threshold which is considered a valid 

key point only when the confidence level of the detected feature is higher than DETECTION_MIN_CONFIDENCE. If 

the set value is too high, it may cause some effective key points to be filtered out, thereby affecting the accuracy of the 

model. If the set value is too low, some inaccurate key points may also be added to the model, thereby reducing the 

accuracy of the model. During model training, the value can be adjusted to select the most suitable parameter. 

WEIGHT_DECAY is a regularization technique that suppresses overfitting in the model, thereby improving its 

generalization, it can adjust the numerical value to alter the model's performance, here we set to 0.0001, 

WEIGHT_DECAY is the learning rate and here we set to 0.001, STEPS_PER_EPOCH is the number of training steps 

per epoch we set to 300, but we can adjust the epoch to gain different model weight. 

4.2 Data analysis 

After setting the network parameters, the model was trained. The loss function values in Tensor board are shown in 

Figure 6. It can be seen when increase the network training epoch, the loss value of the network continuously decreases 

and tends to remain unchanged. Moreover, under the same number of epochs, the loss value of the improved algorithm is 

smaller than that of the original model, indicating that the improved algorithm model has achieved better operational 

performance. 
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Figure 6. The loss value of the two algorithms under different epoch 

To verify the performance of the algorithm, 20 images are randomly selected for the experiment under the two 

detection models, Equation (11) is used to evaluate the precision of the model, and the detailed information is shown in 

Table 2. We can see the detection precision of Mask-RCNN is 85%, and our algorithm is 100%, the detection precision 

is higher than the original algorithm. 

Where: P is the precision of the algorithm, TP is the algorithm predicts the correct positive samples, FP is the 

algorithm predicts the false positive samples. Figure 7 shows part of the target object was not identified, Figure 8 shows 

that the categories of some target objects is misjudged, in both cases we call it FP, and Figure 9 shows the target object 

detection is successful, we call it TP. 

  
Figure 7. Part of the target object was not identified                   Figure 8. Categories Misjudgment 

 

𝑃 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (11) 
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Figure 9. Identify success 

Table 2. Image recognition precision 

MODEL 
Quantity of 

test 

Not identified 

number(FP) 

Categories 

Misjudgments(FP

) 

Success 

(TP) 
precision 

Mask-RCNN 20 1 2 17 85% 

Improved Mask-RCNN 20 0 0 20 100% 

In addition, to compare the pixel recognition accuracy of the two algorithms, 10 images are randomly selected, and 

the image recognition scores obtained under the two algorithm models are calculated by Equation (12). The comparison 

of target object recognition accuracy is shown in Table 3. We can see that the average pixel recognized score by the Mask-

RCNN algorithm for the same 10 photos is 0.913, while our improved algorithm has an average recognition score of 

0.936, which improves the recognition accuracy about 2.3% compared to the original algorithm. Figure 10 shows the two 

original pictures, Figure 11 and Figure 12 show the recognition results under the Mask-RCNN and our improved 

algorithm model respectively. 

 

Where: 

M: The average score of object recognition in the image 

C: Recognition score for each object in the image 

i: Number of target objects in each image 

k: Number of images in the experiment 

n: Number of target object in experimental image,40 in here. 

 

  
                            Figure 10 (a). Scenario 1                                    Figure 10 (b). Scenario 2 

Figure 10. Original pictures of scenario 1and scenario 2 

𝑀 =∑∑𝐶𝑖/𝑛

4

𝑖=1

10

𝑘=1

 (12) 
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                                          Figure 11(a). Scenario 1                                Figure 11(b). Scenario 2 

Figure 11. Detection results of Mask-RCNN algorithm for scenario 1and scenario 2. 

 

 
Figure 12(a). Scenario 1                                Figure 12(b). Scenario 2 

Figure 12. Detection results of Improved Mask-RCNN algorithm for scenario 1 and scenario 2. 

Table 3. Target object recognition accuracy comparison 

MODEL M(average score) 

Mask-RCNN 0.913 

Improved Mask-RCNN 0.936 

Figure 13 shows the time taken by the Mask⁃RCNN algorithm to recognize a picture of 1024 *320, and Figure 14 

shows the time taken by our algorithm proposed in the paper to recognize the same picture. Through the object detection 

experiment on 20 images under the current hardware experimental conditions, the average elapsed time of Mask-RCNN 

algorithm is 3.26s, the improved algorithm's average elapsed time is 3.05s, our algorithm saves 9% in average recognition 

time compared with the original algorithm, detailed data comparison is shown in Table 4. The improved speed can also 

be seen in another indicator, Mask-RCNN's frame per second (FPS) is 26, while the FPS of our algorithm is 32 FPS, and 

the FPS value is improved to 6 FPS. 
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Figure 13. Elapsed time of Mask-RCNN                    Figure 14. The elapsed time of Improved Mask-RCNN 

 

Table 4. The average time required for recognition of 20 images under two models respectively 

 Mask-RCNN Improved Mask-RCNN 

Average elapsed time(s) 3.26 3.05 

As can be seen from the above, the target object detection realized based on the improved Mask-RCNN algorithm can 

achieve higher object detection precision and accuracy. Another, the improved algorithm has significantly reduced the 

image detection time and increased the value of FPS, which proves that our algorithm can improve the speed of image 

recognition. 

5.0 CONCLUSIONS 

This article proposes a method of using indirect frame subtraction (IFS) to improve the loss function of the Mask- 

RCNN, which uses adjacent frames as comparison templates to get differences for images, reducing the repetitive 

estimation of regions, the experimental results show that this method can improve the accuracy and precision of object 

detection, especially in scenes where multiple target objects are partially occluded or stacked. The accuracy and precision 

of recognition have been improved compared to the original algorithm. More importantly, compared with the original 

network, the object detection speed has also been significantly improved. However, the target objects in this article are 

all of the same shape and size, and they are all symmetrical objects. There is no validation for more types of objects or 

on the published dataset, which is also what this algorithm needs to further verify in the future. Nevertheless, this article 

proposes a new approach to further improve the detection accuracy and speed of the Mask-RCNN algorithm, exploring 

the realization of accurate and rapid identification of products in production sites. The results of this research have 

addressed the problem statement and achieved the research objective by using the improved Mask-RCNN algorithm to 

detect 4 cuboids targets objects. The results show and verify that the accuracy and speed of the improved algorithm 

through experiments when the 4 target objects are placed in disorder or even partially occluded. 
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