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ABSTRACT – Domestic savings are the primary source of financing for domestic investments, hence, they play an essential role in a country's economic growth. Therefore, understanding the determinants of domestic savings is critical for policy formulation. This study investigates the impact of financial sector stability on gross domestic savings in Ghana over the period 1970-2017. Applying the Fully Modified Ordinary Least Squares (FMOLS) technique, the findings show that financial sector stability exerts a positive significant effect on gross domestic savings. Broad money supply also influences savings positively although the effect is insignificant. Also, while inflation positively and significantly impacts savings, economic growth reduces domestic savings in Ghana. The study presents some policy implications.

INTRODUCTION

The main goal of an optimization problem is to obtain the best combination of variables of a fitness function such that the value of the fitness is maximum or minimum. This can be done effectively by using a population-based optimization algorithm. A new population-based optimization algorithm termed as simulated Kalman filter (SKF) is inspired by the estimation capability of Kalman filter (Shaharudin et al., 2021). Designed from the procedure of Kalman filtering, which incorporates prediction, measurement, and estimation, the global minimum or maximum can be estimated. Measurement process, which is needed in Kalman filtering, is mathematically modelled and simulated. Agents interact with each other to update and optimize the solution during the search process.

The concept of opposition-based learning (OBL) can be used to improve the performance of population-based optimization algorithm (Fernando, 2020). The important idea behind the OBL is the concurrent consideration of an estimate and its corresponding opposite estimate which is closer to the global optimum. OBL was initially implemented to improve learning and back propagation in neural networks (Ashraf, 2019), and until now, it has been employed in various optimization algorithms, such as differential evolution, particle swarm optimization and ant colony optimization (Senthil, 2020).

In this research, inspired by the concept of current optimum opposition-based learning (COOBL), we propose a modified SKF which is called as current optimum opposition-based simulated Kalman filter (COOBSKF) to enhance the performance of SKF. From the SKF perspective, this is the first attempt to improve its performance through COOBL strategy. The COOBSKF compares the fitness of an individual to its opposite and maintain the fitter one in the population. Experimental results show that the proposed algorithm can achieve better solution quality.

The remainder of this paper is organized as follows: Section 2 briefly presents an overview of optimization algorithms and opposition-based learning application. Section 3 explains the standard simulated Kalman filter algorithm, the concept of opposition-based learning and the proposed enhance version of SKF. Section 4 provides the experimental settings and discusses the experimental results. Section 5 concludes the paper.

RELATED WORK

The conventional models of the life-cycle hypothesis (Modigliani & Brumberg, 1954), the permanent income hypothesis (Friedman, 1957), and the buffer-stock theory (Carroll, 1992) are the three basic theories linked to depositors’ savings behaviour. According to the life-cycle savings behaviour, consumption is determined by lifetime income projections in a particular period, signifying that people save to normalize their consumption levels over time. Considering that income fluctuates regularly during a person’s lifetime, saving behaviour is influenced by the stage of life in which a person is either a net saver while employed or a dissaver while retired. Per the presumptions of the permanent-income theory, increasing future income diminishes the present level of savings. It makes a distinction between permanent and temporary income. Consumption smoothing is used to overcome temporary income swings, in which a portion of today's windfall is stored to support increased spending tomorrow. In contrast, a permanent income increase does not justify present savings because more can be spent either now or in the future. The buffer-stock hypothesis of saving asserts that individuals maintain assets in order to safeguard themselves from unexpected income volatility. The hypothesis postulates...
that when consumers confront significant income uncertainties, they become both impatient and prudent. They exhibit impatience given the fact that they borrow against future income to fulfill present consumption needs, and they are careful as a result of their precautionary impulses. To avoid future income swings and to maintain a stable consumption pattern, consumers are required to build precautionary reserves by reducing current spending in order to save for contingent events. As a result, the savings rate becomes pro-cycle, which means that people tend to save more while their incomes are greater to ensure smooth consumption during challenging times.

Empirically, the extant literature has examined several factors as drivers of savings. For instance, Ayalew (2013) used the ARDL bounds testing technique to examine the drivers of Ethiopia's domestic savings from 1970 to 2011. The findings revealed that income growth, budget deficit ratio, and inflation rate significantly influence domestic savings in the short and long run. Arok (2014) investigated the main factors affecting the gross domestic savings rate (GDS) in Kenya using data covering the period 1971 to 2012. The study found that in the long run, real per capita income significantly and positively affects the domestic savings rate in Kenya while interest rate on deposits and current account deficit adversely influences Kenya's domestic savings. In Tanzania, Epaphra (2014) empirically analyzed the drivers of savings using annual data covering from 1970 to 2010. The author revealed that GDP growth rate, disposable income, life-expectancy rates, and population growth rate positively affect Tanzanian national savings while inflation adversely affects savings. Keino and Kariuki (2016) noted that remittances and foreign capital inflows have a negative and statistically significant influence on saving rates in Uganda. Nagawa et al. (2020) found that GDP growth rate and broad money have positive and statistically significant effects on gross domestic savings, while current account balance and gross national expenditure have negative impacts on savings in Uganda. Using the ARDL method, Abdulmumin et al. (2020) reported that gross domestic saving in Nigeria is significantly determined by remittances and financial development.

Nawaz et al. (2021) observed that age dependency has a detrimental impact on long-term gross savings in Pakistan. Kudaisi (2013) evidenced that inflation and government budget surplus significantly affect savings levels in West Africa. Applying the cointegration tests, Ozioma et al. (2016) investigated the determinants of private savings in Nigeria. The results showed that whereas interest rate has a positive significant effect on domestic private savings in the long run, income level significantly and negatively affects domestic private savings in the long term. In the Ghanaian context, Issahaku (2011) used microeconomic data to analyze the drivers of saving in the Nadowli District of the Upper West Region in Ghana. The study established a positive impact of levels of income, educational status, and occupation on savings. However, the findings revealed a negative relationship between the number of dependents and savings. Kwakwa (2013) found that while income and terms of trade have a positive significant impact on savings level in Ghana, dependency ratio, political instability, and real interest rate negatively drive savings in the long run. Larbi (2013) revealed that the private savings rate in Ghana is positively and significantly driven by financial liberalization, per capita income, and inflation. Using primary data, Baido and Akoto (2019) noted that increasing individuals' trust in financial institutions is crucial for savings in Ghana. Sakyi et al. (2021) investigated the factors determining savings among individuals in the informal sector of Ghana. The study relied on primary data with a focus on commercial drivers. Applying the binary probit model, the researchers found that access to financial institutions and drivers with secondary occupation induce savings. However, the study reported that age, education, and financial literacy have a negative impact on savings.

METHODOLOGY

Data and Variables

The study employed annual data spanning 1970-2017. Data were gleaned from the World Development Indicators of the World Bank. Gross Domestic Savings (GDS) served as the dependent variable which was measured by Gross Domestic Savings (% of GDP). Financial stability (FS) was the main independent variable. Given the bank-based nature of the Ghanaian financial sector, the study used the Z-score value of the banking sector as a proxy of financial stability. This measure captures the probability of default in the banking system. This measure compares the banking buffers (capitalization and returns) with risk (returns volatility). The other independent factors include money supply (MS), economic growth (GDGP), and inflation (INF). Money supply was measured by broad money (% of GDP). Economic growth was the gross domestic product (GDP) in annual percentage. Inflation was gauged by Consumer prices (annual percentage).

Empirical Model

In assessing the impact of financial stability and the other independent factor on savings, the following model is specified:

\[ GDS_t = \alpha_0 + \beta_1FS_t + \beta_2MS_t + \beta_3GDGP_t + \beta_4INF_t + \epsilon_t \]  

(1)

where the time dimension is indicated by t and \( \alpha \) is the constant. \( \beta \) represents the coefficients of the regressors and \( \epsilon \) is the error term.

Estimation Approach

To avoid erroneous regression results, the study checked for stationarity of the variables using the Augmented Dickey-Fuller unit root test. The study also applied the Johansen cointegration test to determine if there is a long-run relationship among the variables. After the cointegration of the variables was confirmed, the Fully Modified Ordinary Least Squares
(FMOLS) approach was used to investigate the influence of financial stability on savings. The FMOLS technique produces superior results and overcomes the problem of bias as compared to other least squares techniques which are employed in most studies (Nordin, 2020; Adeleke et al., 2021; Sapuan & Roly, 2021; Yakubu, 2021).

FINDINGS AND DISCUSSIONS

Stationarity Test Results

In the regression analysis, if the time series variables are non-stationary, the estimated results may be inaccurate. Stationary tests should be performed to establish the unit root properties of the series to avoid this problem. Therefore, this study employed the Augmented Dickey-Fuller (ADF) unit root test to understand the variables’ unit root features. Table 1 shows the results of the ADF test in terms of intercept and trend and intercept. It is indicated that at intercept, only gross domestic savings (GDS) is integrated at level and the rest of the variables are integrated or show stationarity at first difference. In terms of trend and intercept, none of the factors is integrated at level, but show stationarity at first difference. Given the integration of all the factors at first difference, the application of the FMOLS technique is appropriate.

Table 1. Augmented Dickey-Fuller (ADF) Unit Root Test Results

<table>
<thead>
<tr>
<th></th>
<th>Intercept Level</th>
<th>Intercept First Difference</th>
<th>Trend and Intercept Level</th>
<th>Trend and Intercept First Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDS</td>
<td>-2.670*</td>
<td>-6.569***</td>
<td>-2.564</td>
<td>-4.273**</td>
</tr>
<tr>
<td>FS</td>
<td>-2.446</td>
<td>-3.799***</td>
<td>-2.897</td>
<td>-3.529*</td>
</tr>
<tr>
<td>MS</td>
<td>-2.209</td>
<td>-4.381***</td>
<td>-3.123</td>
<td>-4.209**</td>
</tr>
<tr>
<td>GDPG</td>
<td>-2.535</td>
<td>-4.243***</td>
<td>-2.469</td>
<td>-4.053**</td>
</tr>
<tr>
<td>INF</td>
<td>-2.034</td>
<td>-7.970***</td>
<td>-2.011</td>
<td>-3.633*</td>
</tr>
</tbody>
</table>

Note: *, **, *** indicate stationarity at 10%, 5%, and 1% respectively

Cointegration Test Results

To check for the presence of a long-term relationship among the variables, the study used the Johansen cointegration test and the results are presented in Table 2. It can be observed from both the Trace test and Max-eigenvalue test, there are two cointegrating equations, indicating that the variables have a long-run relationship.

Table 2. Cointegration Results

Cointegration test based on Trace of the Stochastic Matrix.

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.965</td>
<td>101.903</td>
<td>69.819</td>
<td>0.000</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.875</td>
<td>48.371</td>
<td>47.856</td>
<td>0.045</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.446</td>
<td>15.068</td>
<td>29.797</td>
<td>0.776</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.286</td>
<td>5.628</td>
<td>15.495</td>
<td>0.739</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.015</td>
<td>0.244</td>
<td>3.841</td>
<td>0.621</td>
</tr>
</tbody>
</table>

Cointegration test based on Maximal Eigenvalue of the Stochastic Matrix.

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Max-Eigen Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.965</td>
<td>53.532</td>
<td>33.877</td>
<td>0.000</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.875</td>
<td>33.302</td>
<td>27.584</td>
<td>0.008</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.446</td>
<td>9.440</td>
<td>21.132</td>
<td>0.795</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.286</td>
<td>5.384</td>
<td>14.265</td>
<td>0.693</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.015</td>
<td>0.244</td>
<td>3.841</td>
<td>0.621</td>
</tr>
</tbody>
</table>

Trace test and Max-eigenvalue test indicate 2 cointegrating equations

* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

Regression Results

Table 3 shows the long-run regression estimates on the impact of financial stability and the other independent factors on domestic savings. From the results, financial stability has a positive significant effect on gross domestic savings. This suggests that the stability of the financial sector boosts domestic savings in Ghana. The implication is that in a stable financial sector, individuals have confidence that their funds are safe given the less possibility of financial institutions collapsing and take-overs. Money supply shows a positive effect on domestic savings though the impact is insignificant. The positive relationship between money supply and savings is in line with the finding of Nagawa et al. (2020) in the case of Uganda. Economic growth negatively and significantly influences gross domestic savings. This depicts that as economic activities increase, individuals feel reluctant to save. The reason might be that, in higher growth periods,
individuals may opt to commit their funds into projects that may provide better benefits than mere savings. The impact of inflation on savings is positive, depicting that despite the rising inflation level, individuals are still motivated to commit their funds into savings. This result, however, contradicts economic reality given that in periods of high inflation, individuals spend more on the purchase of goods and services, and therefore may not have sufficient funds available to save. The finding also opposes prior studies (Premik & Stanislawksa, 2017; Dash & Kumar, 2018).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>1.884</td>
<td>0.638</td>
<td>2.955</td>
<td>0.012</td>
</tr>
<tr>
<td>MS</td>
<td>0.312</td>
<td>0.175</td>
<td>1.780</td>
<td>0.100</td>
</tr>
<tr>
<td>GDPG</td>
<td>-0.720</td>
<td>0.220</td>
<td>-3.270</td>
<td>0.007</td>
</tr>
<tr>
<td>INF</td>
<td>0.202</td>
<td>0.108</td>
<td>1.865</td>
<td>0.087</td>
</tr>
<tr>
<td>C</td>
<td>-17.110</td>
<td>8.369</td>
<td>-2.044</td>
<td>0.064</td>
</tr>
</tbody>
</table>

R-squared 0.498
Adjusted R-squared 0.331
S.E. of regression 3.086
Long-run variance 4.561

CONCLUSION AND RECOMMENDATIONS

This paper examines the effect of financial sector stability on gross domestic savings in Ghana. To achieve this objective, the study applied the Fully Modified Ordinary Least Squares (FMOLS) on annual data spanning from 1970 to 2017. The findings show that financial sector stability exerts a positive significant effect on gross domestic savings. Broad money supply also influences savings positively although the effect is insignificant. Also, while inflation positively and significantly impacts savings, economic growth impedes domestic savings in Ghana. The study has some policy implications. Given the positive significant influence of financial sector stability on domestic savings, the study suggests the Bank of Ghana implements policies to increase individual confidence in the financial system, particularly banks. To guarantee stability, supervisory and monitoring activities must be reinforced. Also, policymakers need to keep inflation at an optimum level to ensure that individuals maintain a balance between savings and their level of expenditure. The study is limited to a single developing country and the findings may not be pertinent to other developing economies. Therefore, the researcher suggests that future studies may consider a panel of developing countries to provide a more detailed analysis of the drivers of domestic savings.
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