INTRODUCTION

A robotic arm with two-degree of freedom is a classic example of a simple nonlinear multi-input multi-output (MIMO) dynamic system in robotic literature. It represents a benchmark for testing and evaluating the performance of different control concepts and has been utilized by several researchers to study and compare various control schemes [1]. Compared to other control methods, SMC can offer various good properties, such as simplicity, high robustness to external disturbances and low sensitivity to variations in system parameters [2]. For this reason, we chose the sliding mode control to control our system, which consists of a robotic arm with two joints. Sliding mode control (SMC) is a popular nonlinear control method that drives state trajectories to predefined sliding surfaces, using discontinuous control inputs [2]. However, due to the discontinuous nature of the SMC law, it can produce what is known as the chattering effect, i.e. high-frequency oscillations of the controlled variable, which can disrupt the controlled system or significantly limit the life cycle of the actuators.

Several solutions have been proposed to mitigate this phenomenon [3]. Among the solutions suggested in the literature, it is to approximate the discontinuous control of the SMC by a continuous control. This solution, which has the effect of limiting the tracking error, practically decreases the efficiency of the SMC because of the generation of a pseudo-sliding mode instead of an ideal sliding mode [3]. Another solution to mitigate chattering is to use the higher-order sliding mode control approach, which consists in confining the discontinuity to a derivative of the control variable; thus, this sliding mode involves in addition to the sliding variable, these derivatives with respect to time up to a given order. This approach is suitable for application to electromagnetic or mechanical systems because of its continuous nature of control action [3].

There are several related works in the literature that discuss the sliding mode controller and its applications. For example, previous authors [1] made a comparison between the SMC controller and the PID controller and obtained results that show that the SMC has a faster and robust response compared to the PID controller but with a larger control signal. In [2], three types of non-singular terminal sliding mode controllers were applied on a robotic arm with external disturbances and verified by simulation results, the effectiveness of the proposed modifications for the improvement of convergence rate of the controller, and the reduction of the control input signal. Another work is on an integrated second order SMC controller and the use of an algorithm for the design of the control scheme of manipulator robots, evaluation of the applicability of the proposed controller in a practical way, and confirming the effectiveness in convergence and robustness of the proposed algorithm, by satisfactory results obtained by experiments on a real industrial robot [3].

Our work is based on a simple SMC controller that we have optimized to give its best performances at a constant gain for a two-joint robotic arm. We tested it by simulation for effectiveness in optimizing the response time, the position error and torque provided for a given movement, and in suppressing the chattering phenomenon that the control signal of the SMC usually experiences. In this paper, we start with a theoretical study of the controlled system and the sliding mode controller (SMC), then look for optimal parameters to improve the performances of this controller at a constant gain,
applied to a bi-articular robotic arm, based on simulation results. The optimized controller (SMC) is then tested to verify its robustness against the variation of the internal parameters of the robotic arm and compared with another controller of the literature applied on an equivalent system.

**DESCRIPTION AND DYNAMIC MODEL OF THE SYSTEM**

**System Description**

Our studied system is a two-joint robotic arm, so it has two degrees of freedom represented by two joints in the same plane. To simplify the problem, we assimilate this system into a double pendulum formed by two masses $m_1$ and $m_2$ fixed by two rigid rods of negligible masses, of lengths $l_1$ and $l_2$ and making respectively the angles $\theta_1$ and $\theta_2$ with the vertical [4] as shown in Figure 1. The two joints that vary the angles $\theta_1$ and $\theta_2$ are respectively actuated by the torques $\tau_1$ and $\tau_2$, and we consider that all frictional torques and forces are neglected.

![Figure 1. Two-joint robotic arm.](image)

**Dynamic model**

To model the equations of motion for this system, the Euler-Lagrange equations are applied, taking into account the actuating torques acting on each joint. Since this robotic arm has two degrees of freedom, we have two generalized coordinates $\theta_1$ and $\theta_2$ (as in Figure 1).

\[
\begin{align*}
    x_1 &= l_1 \sin \theta_1 \\
    y_1 &= -l_1 \cos \theta_2 \\
    x_2 &= l_1 \sin \theta_1 + l_2 \sin \theta_2 \\
    y_2 &= -l_1 \cos \theta_1 - l_2 \cos \theta_2
\end{align*}
\]  

(1)

The Lagrangian is given by:

\[ L = T - V \]  

(2)

where $T$ is the kinetic energy and $V$ is the potential energy.

\[ T = \frac{1}{2} m_1 (\dot{x}_1^2 + \dot{y}_1^2) + \frac{1}{2} m_2 (\dot{x}_2^2 + \dot{y}_2^2) \]  

(3)

\[ V = m_1 g y_1 + m_2 g y_2 \]

After calculations, the Lagrangian is:

\[ L = \frac{1}{2} (m_1 + m_2) l_1^2 \dot{\theta}_1^2 + \frac{1}{2} m_2 l_2^2 \dot{\theta}_2^2 + m_2 l_1 l_2 \dot{\theta}_1 \dot{\theta}_2 \cos (\theta_1 - \theta_2) + (m_1 + m_2) g l_1 \cos \theta_1 + m_2 g l_2 \cos \theta_2 \]  

(4)

We apply the Euler-Lagrange equations [5,6],
\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = Q_i ; \ i \in \{1,2\}
\]

(5)

where \( q_i \) are the generalized coordinates of the system and \( Q_i \) are the generalized forces for the non-conservative forces in the system. In our case, we have \( q_i = \theta_i \) and \( Q_i = \tau_i \) where \( \tau_i \) is the actuating torque acting on the joint \( i \). After calculations, we obtain:

For \( i = 1 \):
\[ A_1 \ddot{\theta}_1 + A_2 \ddot{\theta}_2 + A_3 \dot{\theta}_2^2 + A_4 = \tau_1 \]

For \( i = 2 \):
\[ A'_1 \ddot{\theta}_2 + A_2 \ddot{\theta}_1 - A_3 \dot{\theta}_1^2 + A'_4 = \tau_2 \]

(6)

where,

\[ A_1 = (m_1 + m_2)l_1^2 \]
\[ A_2 = m_2l_1l_2 \cos(\theta_1 - \theta_2) \]
\[ A_3 = m_2l_1l_2 \sin(\theta_1 - \theta_2) \]
\[ A_4 = (m_1 + m_2)gl_1 \sin \theta_1 \]
\[ A'_1 = m_2l_2^2 \]
\[ A'_4 = m_2gl_2 \sin \theta_2 \]

(7)

From Eq. (6), we obtain the following matrix equation:

\[
\begin{bmatrix}
A_1 & A_2 \\
A'_2 & A'_1
\end{bmatrix}
\begin{bmatrix}
\dot{\theta}_1 \\
\dot{\theta}_2
\end{bmatrix}
+ \begin{bmatrix}
0 & A_3 \\
-A_3 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\theta}_1 \\
\dot{\theta}_2
\end{bmatrix}
+ \begin{bmatrix}
A_4 \\
A'_4
\end{bmatrix}
= \begin{bmatrix}
\tau_1 \\
\tau_2
\end{bmatrix}
\]

(8)

Equation (8) can be written as follows [7]:

\[
M(\theta)\ddot{\theta} + C(\theta, \dot{\theta})\dot{\theta} + g(\theta) = \tau
\]

(9)

where \( M(\theta) \) is the inertia matrix, \( C(\theta, \dot{\theta}) \) is the Coriolis and centrifugal matrix, \( g(\theta) \) is the gravity vector, \( \theta \) is the angular position vector, \( \dot{\theta} \) is the angular velocity vector, \( \ddot{\theta} \) is the angular acceleration vector and \( \tau \) is the input torque vector.

**SLIDING MODE CONTROL**

A suitable control method is needed to bring the angular position vector of the robotic arm from an initial value to the desired value in a way that is robust with respect to the variation of the system parameters. The control chosen for this is the sliding mode control [8].

**Sliding Surfaces**

The design of a sliding mode controller starts with the choice of a functions \( S_i \) defining in the phase space, the sliding surfaces \( S_i = 0 \) that ensure the convergence of the states \( i \) of the system to the desired values. Starting from [8–10], we consider the expression of the functions \( S_i \) as follows:

\[
S_i = \left( \frac{d}{dt} + \lambda_i \right)^{n-1} e_i ; \ i \in \{1,2\}
\]

(10)

where \( \lambda_i \) is a positive constant, \( n \) is the number of times to derive the output to make the command appear (In our case, \( n = 2 \)) and \( e_i \) is the error enters the state vector \( \theta_i \) and the desired state vector \( \theta_{id} \) where:

\[
e_i = \theta_i - \theta_{id}
\]

(11)

We obtain the following expression of the sliding surfaces:
\[ S_i = \dot{e}_i + \lambda_i e_i = 0 \quad ; \quad i \in \{1, 2\} \] (12)

The solution of the equation (12) is the tracking error:

\[ e_i(t) = e_i(0)e^{-\lambda t} \] (13)

which tends towards 0 over time. This means that if the trajectory \( i \) of the system in the phase space belongs to the surface \( S_i = 0 \), it will slide on this surface and converge with a speed that depends on \( \lambda \) towards the desired state that corresponds to the origin of the phase space. This sliding regime is obtained by respecting the following invariance condition:

\[ \dot{S}_i = 0 \quad \text{for} \quad S_i = 0 \] (14)

### Condition of Sliding Mode Existence

Once the sliding surfaces are established, the existence of the sliding regime must be asserted by ensuring the convergence of the trajectories of the system towards these sliding surfaces for any \( t \geq 0 \) [11]. For this, we consider the following Lyapunov function [11–16] corresponding to the surface \( i \):

\[ V_i = \frac{1}{2} S_i^2 \] (15)

For the trajectories of the system to be stable in the vicinity of the sliding surfaces, the Lyapunove function must be strictly decreasing, hence the following reaching condition:

\[ \dot{V}_i = S_i \dot{S}_i < 0 \] (16)

In order for this convergence towards the sliding surfaces from any initial state to be in finite time, the condition (16) is replaced by the following condition, as in [16,17]:

\[ S_i \dot{S}_i \leq -K_i |S_i| \] (17)

where \( K_i \) are positive constants.

### Design of Control Law

We can calculate the control that brings the states of the system to the sliding surfaces and then to the points of equilibrium that correspond to the desired states, by checking the reaching condition in finite time on the one hand, and the invariance condition on the other hand.

\[
\begin{cases}
S_i \dot{S}_i \leq -K_i |S_i| ; & K_i > 0 \quad \text{for} \quad S_i \neq 0 \\
\dot{S}_i = 0 ; & \text{for} \quad S_i = 0
\end{cases}
\] (18)

To check the conditions (18), we usually choose the expression of \( \dot{S}_i \) given by the following reaching law with constant rate [18–20]:

\[ \dot{S}_i = -K_i \text{sign}(S_i) ; \quad K_i > 0 \] (19)

where,

\[ \text{sign}(S_i) = \begin{cases} 
-1 & \text{if} \quad S_i < 0 \\
0 & \text{if} \quad S_i = 0 \\
1 & \text{if} \quad S_i > 0
\end{cases} \] (20)
Figure 2. Graphic representation of the sign function $\text{sign}(S_i)$.

We replace $\dot{S}_i$ by the derivative of expression (12) of the chosen sliding surface $S_i$. We obtain,

$$\ddot{\theta}_i - \dot{\theta}_i \dot{\epsilon}_i + \lambda_i \dot{\epsilon}_i = - K_i \text{sign}(S_i)$$  \hspace{1cm} (21)

Moving to the matrix form of Eq. (21), and replacing $\ddot{\theta}$ by its expression from Eq. (9), we obtain:

$$M^{-1}(\theta) \left[ \ddot{\theta}_d - \dot{\theta}_d \dot{\epsilon}_d + \lambda \dot{\epsilon}_d \right] = - K_s \text{sign}(S)$$  \hspace{1cm} (22)

Where $M^{-1}(\theta)$ always exists, because $\det(M(\theta)) \neq 0$ for all $l_1, l_2, m_1, m_2, \theta_1$ and $\theta_2$ ; $\lambda = \text{diag}(\lambda_1, \lambda_2)$ is the slope matrix of the sliding surfaces ; $K = \text{diag}(K_1, K_2)$ is the gain matrix of the discrete control.

Hence, the control vector is given by:

$$\tau = M(\theta) \left[ \ddot{\theta}_d - \dot{\theta}_d \dot{\epsilon}_d + \lambda \dot{\epsilon}_d \right] + C(\theta, \dot{\theta}) \dot{\theta} + g(\theta) - M(\theta) K_s \text{sign}(S)$$  \hspace{1cm} (23)

where $M(\theta)$ is positive definite because $A_1 > 0$ and $\det(M(\theta)) > 0$.

This control is formed by the sum of a continuous or equivalent control $\tau_{eq}$ and a discrete control $\tau_d$ [21,22] such that:

$$\tau_{eq} = M(\theta) \left[ \ddot{\theta}_d - \dot{\theta}_d \dot{\epsilon}_d + \lambda \dot{\epsilon}_d \right] + C(\theta, \dot{\theta}) \dot{\theta} + g(\theta)$$

$$\tau_d = -M(\theta) K_s \text{sign}(S)$$  \hspace{1cm} (24)

If the system trajectories are outside the sliding surfaces [23], the discrete command $\tau_d$ is applied. And if the system trajectories move near the sliding surface [23], the equivalent command $\tau_{eq}$ is applied.

Chattering Phenomenon

The studied sliding mode control presents a problem known by the chattering phenomenon, because of the discrete command $\tau_d$. The discontinuity of the function $\text{sign}(S)$ of this command leads the state $i$ of the system to the sliding surface $S_i$ by making it switch between the two sides of the neighborhood of this surface. These switches are amplified by the gain $K_i$ of this control, which can lead to strong fluctuations of the control $\tau$ [1]. To eliminate or reduce this chattering phenomenon, there is a solution in the literature that consists in smoothing the $\text{sign}(S)$ function near the 0 point, replacing it with a continuous function that has a similar appearance, such as the saturation function and the hyperbolic tangent function used in [24]. The general form of the saturation function $\text{sat}(S_i/\phi_i)$ [25,26] and the hyperbolic tangent function $\text{tanh}(S_i/\alpha_i)$ [27] is given by:

$$\text{sat}(\frac{S_i}{\phi}) = \begin{cases} 
1 & \text{if } S_i \geq \phi_i \\
\frac{S_i}{\phi} & \text{if } |S_i| < \phi_i \\
-1 & \text{if } S_i \leq -\phi_i
\end{cases} \hspace{1cm} \text{tanh}(\frac{S_i}{\alpha}) = \frac{e^\frac{S_i}{\alpha} - e^{-\frac{S_i}{\alpha}}}{e^\frac{S_i}{\alpha} + e^{-\frac{S_i}{\alpha}}}$$  \hspace{1cm} (25)

with $\phi_i > 0$ and $\alpha_i > 0$. 
**SIMULATION RESULTS AND DISCUSSION**

We simulated the dynamic model (9) controlled by the sliding mode control (SMC) given by Eq. (23), after replacing the vector $\mathbf{s}_{s}(S)$ of the control by a vector $\mathbf{V}(S)$ which can take several forms. We obtain the following equation of the command.

$$
\tau = M(\theta)[\dot{\theta}_d - \lambda \dot{e}] + C(\theta, \dot{\theta})\dot{\theta} + g(\theta) - M(\theta)K\mathbf{V}(S)
$$

(26)

where: $\mathbf{V}(S) = [V_1(S_1) \ V_2(S_2)]^T$. We consider in the simulation three forms of the function $V_i(S_i)$: $\text{sign}(S_i)$, $\text{sat}(S_i/\varphi_i)$ and $\tanh(S_i/\alpha_i)$. The block diagram of the controlled dynamic model to be simulated is given by Figure 4.

![Figure 4. Block diagram of the controlled dynamic model.](image)

This simulation was done in two parts. In the first part, we make a comparison between three controllers, the first one with the function $\text{sign}(S_i)$, the second one with the function $\text{sat}(S_i/\varphi_i)$, and the third one with the function $\tanh(S_i/\alpha_i)$. This comparison is based on the influence of the variation of the different parameters characterizing the control law on the response of the controlled system constituted by the robotic arm in order to determine the most efficient controller.

In the second part, we verify the robustness of the controller obtained related to the variation of the parameters of the robotic arm.

We set the gain matrix $K$ of the sliding mode controllers to: $K = \text{diag}(150, 150)$.

We consider the initial angular position vector: $\theta_0 = [0 \ 0]^T (\text{deg})$.

We consider the desired angular position vector: $\theta_d = [90 \ 90]^T (\text{deg})$.
Comparison of Three Controllers

The robotic arm parameters taken for this part of simulation are: \( l_1 = 1 \text{ m}; l_2 = 1 \text{ m}; m_1 = 1 \text{ kg}; m_2 = 1 \text{ kg} \) and \( g = 9.81 \text{ m/s}^2 \). For the first controller, \( V(S_i) = \text{sign}(S_i) \). The response of the system depends only on the slopes \( \lambda_i \) of the sliding surfaces. Figure 5 and Figure 6 show the influence of \( \lambda_i \) on the settling time for 1\% band \( (t_s(1\%)) \) of the system and on the maximum absolute value of the control \((\text{max}|\tau_i|)\) taking \( \lambda_i = \lambda_1 = \lambda_2 \).

![Figure 5](image1.png)  
(a)  
![Figure 6](image2.png)  
(b)

**Figure 5.** Variation of \( t_s(1\%) \) of (a) \( \theta_1 \) and (b) \( \theta_2 \) with \( \lambda_i \).

![Figure 6](image3.png)  
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**Figure 6.** Variation of \( \text{max} |\tau_i| \) of (a) \( \theta_1 \) and (b) \( \theta_2 \) with \( \lambda_i \).

According to Figure 5, the value of \( \lambda_i \) corresponding to the minimum settling time at 1\% for \( \theta_1 \) and \( \theta_2 \) is \( \lambda_i = 22 \). So, the fastest response for \( \theta_1 \) and \( \theta_2 \) is obtained for \( \lambda_i = 22 \), such that \( t_s(1\%)(\theta_1) = t_s(1\%)(\theta_2) = 0.3635 \text{ s} \). This value for \( \lambda_i \) is in a range where \( \text{max} |\tau_1| \) and \( \text{max} |\tau_2| \) have a low rate of change. The simulation shows that \( \theta_1 \) and \( \theta_2 \) have the same trajectory at any times (as in Figure 7). The chattering phenomenon of the control is shown in Figure 8.

![Figure 7](image5.png)  
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**Figure 7.** Trajectory of (a) \( \theta_1 \) and (b) \( \theta_2 \) using \( \text{sign}(S_i) \) for \( \lambda_i = 22 \).
For the second controller, $V(S_i) = \text{sat}(S_i/\varphi_i)$. We will take $\lambda_i = 22$, so the system response depends only on the parameters $\varphi_i$ of the control. Figure 9 and Figure 10 show the influence of $\varphi_i$ on $t_{s(1\%)}$ and on $\max|\tau_i|$ taking $\varphi_i = \varphi_1 = \varphi_2$.

For $\theta_1$ and $\theta_2$, chattering is completely eliminated for $\varphi_i \geq 0.07$, and $t_{s(1\%)}$ and $\max|\tau_i|$ remains at minimum values such that $t_{s(1\%)} = 0.3655s$, $\max|\tau_1| = 450N.m$, and $\max|\tau_2| = 300N.m$ for $0.09 \leq \varphi_i \leq 0.4$. To choose a better value of $\varphi_i$, we compare the absolute value of the tracking error $|e|$ at $t = 0.5s$ for $0.09 \leq \varphi_i \leq 0.4$, as presented in Table 1.

<table>
<thead>
<tr>
<th>$\varphi_i$ (deg)</th>
<th>0.09</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>e</td>
<td>$ for $\theta_1$</td>
<td>4.684</td>
<td>4.685</td>
<td>4.686</td>
<td>4.687</td>
</tr>
<tr>
<td>$</td>
<td>e</td>
<td>$ for $\theta_2$</td>
<td>4.684</td>
<td>4.685</td>
<td>4.686</td>
<td>4.687</td>
</tr>
</tbody>
</table>

The most accurate answer is obtained for $\varphi_i = 0.09$. The simulation shows that $\theta_1$ and $\theta_2$ have the same trajectory at any time (as in Figure 11). Chattering is completely eliminated from the control as shown in Figure 12.
Figure 11. Trajectory of (a) $\theta_1$ and (b) $\theta_2$ using $\text{sat}(S_i/\phi_i)$ for $\lambda_i = 22$ and $\phi_i = 0.09$.

Figure 12. Torque of (a) $\theta_1$ and (b) $\theta_2$ using $\text{sat}(S_i/\phi_i)$ for $\lambda_i = 22$ and $\phi_i = 0.09$.

For the third controller, $V(S_i) = \tanh(S_i/\alpha_i)$. We also take $\lambda_i = 22$, so the system response depends only on the parameters $\alpha_i$ of the control. Figure 13 and Figure 14 show the influence of $\alpha_i$ on $t_{s(1\%)}$ and on $\max|\tau_i|$ taking $\alpha_i = \alpha_1 = \alpha_2$.

Figure 13. Variation of $t_{s(1\%)}$ of (a) $\theta_1$ and (b) $\theta_2$ with $\alpha_i$.

Figure 14. Variation of $\max|\tau_i|$ of (a) $\theta_1$ and (b) $\theta_2$ with $\alpha_i$.

For $\theta_1$ and $\theta_2$, chattering is completely eliminated for $\alpha_i \geq 0.08$, and $t_{s(1\%)}$ and $\max|\tau_i|$ remains at minimum values such that $t_{s(1\%)} = 0.3655s$, $\max|\tau_1| = 450N.m$, and $\max|\tau_2| = 300N.m$ for $0.08 \leq \alpha_i \leq 0.3$. To choose a better value of $\alpha_i$, we compare the absolute value of the tracking error $|e|$ at $t = 0.5s$ for $0.08 \leq \alpha_i \leq 0.3$, as presented
in Table 2. The most accurate answer is obtained for \( \alpha_i = 0.08 \). The simulation shows that \( \theta_1 \) and \( \theta_2 \) have the same trajectory at any time (in Figure 15). Chattering is completely eliminated from the control (Figure 16).

| Table 2. Absolute value of the tracking error \(|e|\) at \( t = 0.5s \) for \( 0.08 \leq \alpha_i \leq 0.3 \). |
|-----------------|--------|--------|--------|--------|--------|--------|
| \( \alpha_i \) | 0.08   | 0.11   | 0.15   | 0.2    | 0.25   | 0.3    |
| \(|e|\) for \( \theta_1 \) (deg). \( 10^{-2} \) | 4.684  | 4.685  | 4.686  | 4.687  | 4.689  | 4.691  |
| \(|e|\) for \( \theta_2 \) (deg). \( 10^{-2} \) | 4.684  | 4.685  | 4.686  | 4.687  | 4.689  | 4.691  |

![Figure 15](image1)

**Figure 15.** Trajectory of (a) \( \theta_1 \) and (b) \( \theta_2 \) using \( \tanh(S_i/\alpha_i) \) for \( \lambda_i = 22 \) and \( \alpha_i = 0.08 \).

Simulation results show that for \( \lambda_i = 22 \), \( \varphi_i = 0.09 \) and \( \alpha_i = 0.08 \), the sliding mode controller using the \( \text{sat}(S_i/\varphi_i) \) function and the sliding mode controller using the \( \tanh(S_i/\alpha_i) \) function have an identical and optimized performances for \( m_{max}|r|, \dot{r}_x(10%) \) and \( |e| \). We consider the optimized sliding mode controller using the function \( \text{sat}(S_i/\varphi_i) \) in the following part.

![Figure 16](image2)

**Figure 16.** Torque of (a) \( \theta_1 \) and (b) \( \theta_2 \) using \( \tanh(S_i/\alpha_i) \) for \( \lambda_i = 22 \) and \( \alpha_i = 0.08 \).

**Verification of the Robustness of The Sliding Mode Controller Obtained**

We simulate the response of the robotic arm to the sliding mode controller using the function \( \text{sat}(S_i/\varphi_i) \), with the parameters: \( \lambda_i = 22 \) and \( \varphi_i = 0.09 \), for different values of the parameters of this robotic arm: \( m_1, m_2, l_1 \) and \( l_2 \), as shown in Table 3. The results are presented in the Figure 17 to Figure 19. According to Figure 17, the angular positions \( \theta_1 \) and \( \theta_2 \) have the same trajectory at any time and do not depend on the parameters \( l_1, l_2, m_1 \) and \( m_2 \) of the robotic arm; and therefore, the same applies to the angular velocities \( \dot{\theta}_1 \) and \( \dot{\theta}_2 \) (Figure 18). This verifies the robustness of the used sliding mode controller in relation to the variation of the parameters of the controlled robotic arm.

| Table 3. Different combinations of the values chosen for \( l_1, l_2, m_1 \) and \( m_2 \). |
|-----------------|--------|--------|--------|
| \( l_1 \) (m)   | \( l_2 \) (m) | \( m_1 \) (kg) | \( m_2 \) (kg) |
| Case 1          | 0.1    | 0.1    | 0.1    |
| Case 2          | 0.1    | 0.1    | 0.1    | 0.5    |
| Case 3          | 0.1    | 0.1    | 0.5    | 0.1    |
| Case 4          | 0.1    | 0.5    | 0.1    | 0.1    |
| Case 5          | 0.5    | 0.1    | 0.1    | 0.1    |
| Case 6          | 0.1    | 0.1    | 0.5    | 0.1    |
| Case 7          | 0.5    | 0.5    | 0.1    | 0.1    |
| Case 8          | 0.1    | 0.5    | 0.1    | 0.5    |
| Case 9          | 0.5    | 0.1    | 0.5    | 0.1    |
| Case 10         | 0.5    | 0.5    | 0.5    | 0.5    |
Figure 17. Trajectories of (a) $\theta_1$ and (b) $\theta_2$ for case 1 to case 10.

Figure 18. Trajectories of angular velocity (a) $\theta_1$ and (b) $\theta_2$ for case 1 to case 10.

Figure 19 shows that the torques $\tau_1$ and $\tau_2$ applied, vary according to each combination of the parameters $l_1$, $l_2$, $m_1$ and $m_2$ of the robotic arm. It means that the used sliding mode controller compensates for variations in the internal robotic arm parameters to always keep the same optimal trajectory of the output to be controlled.

Comparison with Other Results

We compared this optimized SMC controller with the SMC controller of [1] applied on the same robotic arm with the following parameters:

$l_1 = 1m$ ; $l_2 = 1m$ ; $m_1 = 1kg$ ; $m_2 = 1kg$ and $g = 9.81m.s^{-1}$.

The gain matrix K of the sliding mode controllers: $K = diag(150,150)$.

The initial angular position vector: $\theta_{in}[1] = [-90 90]^T (deg)$.

The desired angular position vector: $\theta_d[1] = [90 -90]^T (deg)$.

Given the difference between the reference used in our system and that used in the system of [1], we considered the following transformations:

$\theta'_1 = \theta_1 - 180 (deg)$ and $\theta'_2 = \theta_2 - \theta_1$

As for our initial system:

$\begin{align*}
\theta_{in} &= [90 180]^T (deg) \\
\theta_d &= [270 180]^T (deg)
\end{align*}$
and for our transformed system:
\[
\begin{align*}
\theta_{in}' &= [-90 \quad 90]^T \text{(deg)} \\
\theta_d &= [90 \quad -90]^T \text{(deg)}
\end{align*}
\]

Simulation results are shown in Figure 20 and Table 4.

![Simulation results](image)

**Figure 20.** Trajectories of (a) $\theta_1$ and (b) $\theta_2$ for the optimized (SMC), and the (SMC) of reference [1].

**Table 4.** Comparison of settling time of $\theta_1$ and $\theta_2$ between the optimized (SMC) and the (SMC) of reference [1].

<table>
<thead>
<tr>
<th></th>
<th>Optimized (SMC)</th>
<th>(SMC) of [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling Time for $\theta_1$ (s)</td>
<td>0.546</td>
<td>0.6338</td>
</tr>
<tr>
<td>Settling Time for $\theta_2$ (s)</td>
<td>0.546</td>
<td>0.5890</td>
</tr>
</tbody>
</table>

Figure 20 shows a slight improvement in the Settling Time of $\theta_1$ and $\theta_2$ for the optimized (SMC) compared to the (SMC) of [1]. Table 4 ensures this improvement and also shows a synchronization between $\theta_1$ and $\theta_2$ contrary to the (SMC) of [1]. This result is obtained under the assumption that the internal parameters of the robotic arm ($l_i, m_i$) are perfectly known by the controller at any time, so theoretically, the response is only limited by the maximum torque available. But in practice, this is not the case, hence the need to add a device allowing the instantaneous measurement of these internal parameters to approach this result. In the case of a variable set point, the follow-up of this setpoint is limited by the settling time of the response. Therefore the variations of set point which last less than this settling time are followed only partially.

**CONCLUSION**

In this paper, a sliding mode control is studied and applied to a two-joint robotic arm, which has been assimilated to a frictionless double pendulum operated by a torque in each joint. The resulting control equation forces the system to follow a sliding surface that causes the system state to tend towards the desired state, hence the robustness of the sliding mode control, but with a chattering phenomenon related to the use of the sign function in control. A solution has therefore been chosen, which consists in replacing the sign function with the saturation function or the hyperbolic tangent function. A simulation was made to compare the effect of each of these two functions on the performance of the sliding mode controller by varying the different parameters related to the control with constant gain. Based on the simulation results, the values of the control parameters that gave the best performance are determined. For these optimal parameters, the saturation function and the hyperbolic tangent function act in the same way on the performance of the controller, with complete elimination of the chattering phenomenon. The optimized controller using the saturation function always keeps the same optimized performance for different combinations of lengths and masses of the robotic arm, which verifies the robustness of this controller. The consideration of the incertitude in the parameters of the robotic arm, and external forces applied to this robotic arm in the control, would be an important addition for more efficient operation.

Our future work is the design of a device allowing the measurement of the masses corresponding to the robotic arm in real-time, which allows the application of the sliding mode control in more realistic conditions for this robotic arm, which has, in this case, the ability to compensate for the efforts introduced by the variations of the masses or by the loads applied on the extremity of this robotic arm, in order to have a response near to that of the perfect case where these efforts are supposed to be known.
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