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INTRODUCTION 

Induction motors are electromechanical devices that convert energy from electrical to mechanical form. They are 
widely used as prime movers in modern industrial applications. The induction motors are combined with mechanical 
devices such as pumps, fans, compressors, mechanical transmission drives, machine tools, and conveyor belts to 
accomplish the safe and efficient operation of industrial plants. This is due to their superiority in terms of robustness, 
simplicity of construction, reliability, low cost, and wide range of power [1]. The induction motor is connected to the 
mechanical devices using coupling or a pulley through the shaft. The most common material of the shaft is a hot rolled 
carbon steel. Alloyed steel, such as chromium-molybdenum, is frequently used for higher load applications and a 
stainless-steel shaft for corrosive environments.  

 

 
Figure 1. Typical motor shaft assembly cross-section. 

Figure 1 illustrates a typical motor shaft assembly. It shows that the shaft geometry is always stepped as a rotor core 
with a maximum diameter in the middle and a minimum diameter at the ends to provide shoulders for positioning the 
coupling or pulley and ventilating fan. The bearings are mounted to support the shaft. The fillet radius prevents stress 
concentration due to an abrupt change in the cross-section. Commonly, the motor load is imposed at the coupling or 
pulley join. As the motor operates, the shaft receives a fluctuating load of combined bending and torsion with various 
degrees of stress concentration. For such a shaft, the problem is fatigue loading that can cause motor shaft fatigue failure 
[2]. The points F, G, H, and I in Figure 1 are the most vulnerable areas because of surface discontinuity. Mostly, shafts 
fail due to cracks initiated along the keyway region (Area I), as a result of high-stress concentrations caused due to sharp 
edges having less stress relief radii [2–6]. 

ABSTRACT – This paper aims to present a prognostic method for induction motor shafts that 
experience fatigue failure in the keyway area, using motor vibration signals. Preprocessing the data 
to eliminate noise in raw signals is done by decomposing the signal, using discrete wavelet 
transforms. Prognostic indicator candidates are obtained through the selection of features based 
on its importance, which involve the superposition of monotonicity and trendability parameters. The 
prognostics model is built based on the least squares support vector machine regression approach. 
Remaining useful life (RUL) estimates of motor shafts were performed by fitting the sum of two 
exponential functions to the regression results and extrapolating over time until the specified failure 
threshold hits. The results of the study show that the proposed method can work satisfactorily to 
estimate the RUL of motor shaft. The best prognostic indicator namely the RMS, can be used to 
predict the motor shaft RUL since 50% of the time step before the end of the motor shaft life is 
error bound within 20%.   
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The failure of the motor shaft can break the plant operation that leads to the loss of production, even sometimes brings 
about safety issues. Therefore, the maintenance of an induction motor is essential to ensure its performance becomes 
critical in a plant maintenance policy. Condition-based maintenance (CBM) is a maintenance philosophy that actively 
manages the health condition of the assets. The maintenance action depends on the assets requirement. This strategy 
usually uses machine run-time data to monitor the asset’s condition. Diagnostics and prognostics are two essential aspects 
of the CBM program. Diagnostics refers to detecting, isolating, and identifying an incipient failure condition, while 
prognostics deals with fault prediction include the remaining useful life (RUL) estimation [7]. Research in the field of 
induction motor diagnostics has developed rapidly in the two last decades. Various methods for diagnosing the induction 
motor faults, including electrical and mechanical faults, have been investigated. Traditional methods such as vibration 
monitoring, motor current signature analysis, torque monitoring, temperature monitoring, and advanced diagnostic 
techniques using artificial intelligence (AI) such as artificial neural networks, neuro-fuzzy logic, and support vector 
machines have been proposed by researchers to detect the induction motor faults, as reviewed by [8–14]. 

Meanwhile, the publication in the field of induction motor prognostics is limited compared to the field of diagnostics. 
Indeed, the task of prognosis in predicting the development of component degradation trends and estimating the RUL is 
not easy. However, researchers have worked hard to develop methods of prognostics of the induction motors and 
mechanical drive systems, some of which are presented here. Kraleti et al. [15] developed a model-based fault detection 
approach for a three-phase induction motor experiencing insulation degradation and a broken rotor. They employed a 
neural network to discover the system parameter degradation to predict motor failure. Arora et al. [16] proposed a fuzzy 
logic-based first order log-log electro-thermal life model to estimate the life of an induction motor under non-sinusoidal 
voltage and current waveforms. The motor insulation was subjected to multiple stresses and resulted in accelerated ageing, 
which led to the induction motor’s failure. Subsequently, the model was used to estimate the percentage of the life of the 
induction motor. Gaeid [17] presented the wavelet index to detect the stator winding fault of the induction motor. Then, 
he used the index as a prognosis parameter to determine the severity of the fault. However, he had not calculated the 
remaining useful life of the induction motor after an experienced stator winding fault. Babel and Strangas [18] introduced 
a prognostics method for assessing the condition of a stator winding insulation of the electric machine and predicting its 
failure. The degradation of the insulation was simulated by altering the permittivity and conductivity of the insulation in 
a finite element model. They predicted RUL by fitting an exponential decay model on the insulation current measurement.  

Barbieri et al. [19] presented a prognostics procedure that was applied to a three-phase induction motor. The procedure 
involved the generation of prognostics parameters using the genetic algorithm (GA) and ordinary least squares (OLS) 
method. They used the general path model to predict RUL. They found that the OLS method, on average, generated the 
best prognostics parameter performance, using a combination of time-domain features. Singleton et al. [20] introduced a 
data-driven methodology to predict the RUL of a bearing from vibration data. An exponential function was used to 
approximate the degradation data obtained from the feature extraction process. The extended Kalman filter was used to 
optimise the model parameter and predict the RUL of the bearing. Nguyen et.al. [21] proposed an exponential decay 
model to approach the degradation function of induction machine under an inter-turn fault. The model introduced the 
insulation resistance of the stator winding fault as the prognostic parameter. Then, the model parameter for the RUL 
estimation was obtained using a particle filter (PF) algorithm. Ahmad et al. [22] presented element bearing prognostics, 
utilising a regression-based adaptive predictive model. They used vibration RMS as the prognostic parameter and found 
that the proposed method was effective in determining the time to start prediction (TSP). Moreover, the model excellently 
estimated the bearing RUL. Jain and Lad [23] developed the innovative design of a generic Tool Condition Monitoring 
system that accounts for real-life future degradation profile viz. low, medium, and severe profile. They modelled the 
physics of evolution of a dynamic operating profile that evolves in a deterministic and uncertain way. The model 
developed was applied to estimate the RUL of cutting tool using vibration signal. The results showed that the proposed 
model outperforms the traditional approach. Yang et al. [24] proposed a nonlinear degradation Health Index (HI) to 
predict the remaining useful life of the induction motor. They found that exponential convex HI was more suitable to 
model the degradation of the induction motor. They also compared the neural network and the linear support vector 
regression model in predicting RUL. They showed that the neural network performance is better than the linear support 
vector regression. 

Most of the publications above focus on the prognostics of failure in induction motor components such as rotor, motor 
insulation, stator winding failure and rotor bearing. The researchers have not paid attention to the prognostics of the 
induction motor shaft. Even though, in practice, the motor shaft plays an important role. It transmits power or torque to 
other mechanical devices. Consequently, the motor shaft continuously receives various loadings, such as bending stress, 
shear stress, and fatigue stress. Even the shaft receives axial torque load when operating at high speed [25]. All of these 
loads can lead to shaft failure. The common mechanisms of shaft failure are fatigue failure, overload failure, corrosion, 
and wear; with fatigue failure being the most frequently observed [26]. This paper examines an induction motor whose 
shaft is damaged due to continuous bending load. 

This paper aims to present a new method for induction motor shafts prognostics using vibration data of the motor. 
The crucial step in the prognostic is the prognostic parameter determination. This paper proposes the parameter selection 
based on the Feature Importance (FI) value. This value is calculated from the feature monotonicity and trendability 
characteristic. The FI value is evaluated for the different number of training data. Feature with the highest FI and good 
trendability is the best candidate for prognostic parameter. The prognostic model is generated using a machine learning 
technique, namely the least square support vector machine (LS-SVM). 
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METHODOLOGY 

Data Collection 
The data used in testing the proposed prognostic model is laboratory data obtained from run-to-failure testing. The 

induction motor was operated until failure. A bending load of 1.5 times the normal capacity of the motor was imposed 
through a hydraulic power pack system to accelerate the failure. The run-to-failure test rig is shown in Figure 2. The 
induction motor was at a speed of 1450 rpm by setting the inverter to 50 Hz. The vibration signals were measured using 
two PCB 352C33 accelerometers attached to the motor casing by a magnetic base. They were sampled at a sampling 
frequency of 20 kHz and recorded every 10 minutes for 1 second. 

 

 
Figure 2. Motor run-to-failure test rig. 

Data denoising 

Raw vibration signals from the motor measurements are generally redundant and noisy, therefore, important 
information about the condition of the motor is hidden. Thus, data pre-processing is required to eliminate noisy signals. 
This was done using a discrete wavelet transform (DWT). The DWT is derived from the discretization of the continuous 
wavelet transform (CWT). It is given by [27] as follows: 
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where, DWT(j,k) are the wavelet transform coefficients, j is the level that is related to the frequency domain of the 

signal, k is in relation to the time domain. f(t) is the signal and ψ is the wavelet used. 
In the wavelet analysis, the signal is broken into approximation and detail coefficients. The approximation corresponds 

to low-frequency components, while the detail corresponds to high-frequency components. The approximation was then 
broken into a second-level approximation and detail, and the process was repeated to obtain the optimal result. This is 
formulated as in Eq. (2). 
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where, Di(t) denotes the wavelet detail, and Aj(t) represents the approximation at the j level. The maximum number of 

decomposition levels depend on the number of data points. The principle of multi-resolution is demonstrated in Figure 3 
for a four-level decomposition. 

 

 
Figure 3. Discrete wavelet transform decomposition tree for four-level decomposition. 
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Feature extraction and selection 

The raw data from the measurement of the vibration signals must be converted into the quantity that can provide 
information about the condition of the motor shaft, especially its degradation. It is done through feature extraction. 
Features that represent the motor health conditions can be the time domain features, the frequency domain features and 
the auto-regression estimation features. The features evaluated in this paper are presented in Table 1. 

Table 1. Features extracted from the raw vibration signals. 

No Feature 
1 Mean 
2 Root mean square 
3 Shape factor 
4 Skewness 
5 Kurtosis 
6 Crest factor 
7 Entropy estimation 
8 Entropy estimation error 
9 Histogram upper bound 
10 Histogram lower bound 
11 Root mean square frequency 
12 Frequency centre 
13 Root variance frequency 
14 2nd auto-regression coefficient 
15 3rd auto-regression coefficient 
16 4th auto-regression coefficient 
17 5th auto-regression coefficient 

 
However, not all features are sensitive to the changes in motor conditions, while the prognostic process requires an 

indicator sensitive to changes in motor condition. Therefore, we need a method for selecting features to be used as an 
indicator of the prognostic. In this paper, we used the term feature importance (FI) to nominate them as an indicator of 
the prognostic. The FI is constructed from the superposition of the monotonicity and trendability of the features. The 
monotonicity characterises the underlying positive or negative trend of the parameter. Meanwhile, the trendability 
indicates the degree to which the parameters of a population of systems have the same underlying shape and can be 
described by the same functional form. Those criteria are formulated in [28] as follows: 
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where R is the correlation coefficient between feature x and time index y. The features selection is based on the FI 

value of each feature. The feature with the highest FI was used as the prognostic indicator. 

Degradation Model Development 
The prediction model is built in two steps. The first step is to estimate the function of the training data through the 

LS-SVM regression. The training data comes from the results of the feature selection. The amount of training data is 
updated with the new measurement data. The second step is the process of fitting the motor shaft degradation curve, 
which was estimated using the LS-SVM regression with the sum of two exponential functions. Furthermore, the prediction 
model obtained was extrapolated to the specified failure threshold to estimate the RUL of the induction motor shaft. 

Least squares support vector machine (LS-SVM) 

The LS-SVM is derived from the prominent machine learning technique, namely a support vector machine (SVM). 
The algorithm of the SVM is to obtain an optimal separating hyperplane that separates different classes of data. The LS-
SVM is a reformulation of the standard SVMs, which have been brought to solve the linear Karush Kuhn Tucker (KKT) 
system. The LS-SVM is closely related to the regularisation network and Gaussian processes but additionally emphasise 
and exploit the primal-dual interpretation. The LS-SVM formulation assigns the quality constraints and sum-squared error 
(SSE) cost functions, instead of the quadratic program in traditional SVMs. The theory of the LS-SVM is described by 
[28]. 

Assume first, a model in the primal weight space in the following form: 
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 (5) 
 
where is the mapping into the high dimensional space and potential infinite feature 

space. Providing a training set , we can formulate the following optimisation problem in the primal weight 
space: 

 
 
Such that,  
 

 (6) 
 

where the fitting error is denoted by . The hyper- parameter controls the trade-off between the 
smoothness of the function and the accuracy of the fitting. This optimisation problem leads to the following solution 
below: 
 

 
(7) 

 
where,  are the coefficients and  is the kernel. A common choice for the kernel is the 

Gaussian RBF: 
 

 
(8) 

 
The main benefit of the LS-SVM technique is that it transforms the traditional quadratic problem into a simultaneous 

linear system problem, thus ensuring simplicity in computations and fast convergence. The LSSVM regression produce 
data pairs {Yp*, x*}, where Yp* is the matrix of prediction values of the training data, and x* is the matrix of the sample 
time. This data pair represents the degradation of the motor shaft. 

Sum of two exponential functions 

The exponential degradation model has been used by researchers to model the deterioration in the condition of a 
mechanical component. Some researchers use a single exponential model such as [29–31], while other researchers use a 
double exponential model [32,33]. This paper uses the sum of two exponential functions to fit the degradation evolution 
of the motor shaft presented by the data pairs {Yp*,x*}. The function is derived as follows: 

 
* ** *( ) bx dxYp x ae ce= +  (9) 

 
where, Yp* is the motor shaft condition, x* is the sample time and a, b, c and d are the fitted coefficients obtained 

from the non-linear least-squares method. 

RUL Estimation and Performance Evaluation 
The RUL of the motor shaft is estimated from the degradation evolution curve. The fitted model is extrapolated along 

the sample time until the model crossed the failure threshold. The threshold takes the maximum value of the prognostic 
indicator as illustrated in Figure 4.  

The RUL of the motor shaft is calculated using the formula as follows: 
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 (11) 

 
where tEOL is the time index of the actual end of life, tEOP is the earliest time index when the prediction has crossed the 

failure threshold and tp is the time index at which the first prediction was made. The performance of the motor shaft RUL 
estimation using the proposed method was measured using the RUL error and root mean square error (RMSE). These 
parameters are formulated as follows: 
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where, N is the number of the prediction, yi* is the measured data at time i and yp

i is the predicted value at time i. 
 

 
Figure 4. RUL prediction. 

Furthermore, to compare the prediction performance of the RUL motor shaft estimation using different features, we 
used the α – λ accuracy plot. This plot is defined as a binary metric that evaluates whether the prediction accuracy at a 
specific time instance tλ, falls within specified α-bounds. Here, tλ is a fraction of time between tP and the actual tEOL. The 
α-bounds here are expressed as a percentage of the actual RUL r(iλ) at tλ. It is formulated in [34] as follows: 
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where, α is the accuracy modifier and λ is time window modifier, such that tλ = tp + λ(tEOL – tp). In this paper, α is taken 

as 0.2 and λ is taken as 0.5. 

RESULTS AND DISCUSSION 

The induction motor runs continuously until reaching the failure threshold. The threshold was predetermined based 
on the magnitude of the vibration levels. The motor was stopped after the vibration amplitude was more than twice the 
initial amplitude and was taken as the failure threshold. A physical inspection of the motor shaft showed it to be a keyway 
failure, as illustrated in Figure 5. The raw vibration signal resulted from the run-to-failure testing is shown in Figure 6. It 
can be seen that it is mixed with noise. Therefore, a discrete wavelet transform (DWT) is performed to eliminate the 
noise. The decomposition is done until the 4th level. Figure 7 shows the result of signal decomposition. 

 

 
Figure 5. The keyway failure on the motor shaft. 
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Figure 6. Raw vibration signal of the induction motor with shaft failure. 

Figure 7 shows clearly that the vibration amplitude experiences a significant increase after 300 minutes, an indication 
of the initial damage. The features are extracted to trace the damage propagation. Seventeen features are obtained from 
826 samples of vibration signals. Next, the features are smoothed using a moving average filter. An example of the 
smoothed RMS feature is presented in Figure 8. It shows the value of the RMS feature reaching a maximum at the sample 
number of 688. So, it assumes that the shaft fails at this point. This sample number is treated as the total run-to-failure 
data. 

 

 
Figure 7. 4th level decomposition of the raw signal using DWT. 

 
Figure 8. An example of the feature after smoothing. 

However, not all of the features able to figure the damage propagation. The FI value is used as a criterion for feature 
selection. The FI values of the features are calculated at a different number of training data. They are taken as the 
percentage to the total of the training data as shown in Figure 9. It is evident from Figure 9 that three features have a high 
FI value, namely the RMS, entropy estimation, and histogram upper bound. Therefore, they become candidates of the 
prognostic indicator for estimating the motor shaft RUL. Additionally, the FI value of these three features tends to increase 
with the increasing amount of training data. This increase occurred after the amount of training data grew by 50%. The 
time related to this data is chosen as the prediction start time, tP. This time was updated for each additional training data 
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of 10%, until the end of the life cycle of the motor shaft life. The three selected features are shown in Figure 10(a) to 
10(c). 

 

 
Figure 9. The feature importance of the features 

 
(a)                 (b) 

 

 
(c) 

Figure 10. Smoothed feature of (a) RMS, (b) entropy estimation and (c) histogram lower bound. 

In Figure 10(a) to 10(c), the features increase drastically after the time step of 300 minutes. It is an indication that the 
damage to the motor shaft is growing and getting worse. This condition matches the increasing of the FI values of the 
selected features. 
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RUL Prediction Using the RMS Feature 
The failure threshold is set at the maximum value of the RMS feature. The RUL prediction is initiated at  

tP = 343 minutes or 50% of the motor shaft life cycle. At this point, the feature value increases continuously as an 
indication that the failure is growth. The first data until the prediction start time is treated as the training data, while the 
rest is set as the testing data. The prediction start time is updated every 10% additional data. So, the prediction was done 
at tP = 343, 412, 481, 550 and 619 minutes. 

Figure 11 shows that the RUL prediction using a smoothed RMS feature gives satisfactory performance except for 
prediction at tP = 412 minutes as in Figure 11(b). The RUL predictions that are shown by the dash-dot line are close to 
the actual values (the cross mark). Most of the real data are fall within the 95% prediction interval covered by the shaded 
area. Table 2 presents the complete prediction performance of the motor shaft RUL estimation using smoothed RMS. The 
table shows that the RUL error is getting smaller when the training data increases. Moreover, the prediction gives the 
same result as the actual RUL at tP = 550 minutes. 

 

  
(a) tP = 343 minutes (b) tP = 412 minutes 

  

  
(c) tP = 481 minutes (d) tP = 550 minutes 

  

 
(e) tP = 619 minutes 

Figure 11. Motor shaft RUL prediction using smoothed RMS feature. 
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Table 2. RUL prediction performance using RMS feature. 

tP Actual RUL Predicted RUL RUL error RMSE 
343 343 320 23 0.1341 
412 274 168 106 0.9415 
481 205 191 14 0.2079 
550 136 136 0 0.1712 
619 67 79 12 0.1777 

RUL Prediction Using Entropy Estimation Feature 
The results of motor shaft RUL prediction using the smoothed entropy estimation feature are presented in Figure 12. 

The prediction result at the earliest start time in Figure 12(a) is far away from the actual RUL even though the actual RUL 
still in the 95% PI. The RUL prediction is less than the actual RUL. The worse result is found at tP = 412 minutes as in 
Figure 12(b). The actual RUL is beyond the 95% PI. However, the updating of the training data in Figure 12(c), 12(d), 
and 12(e) yield better RUL prediction. The RUL errors become smaller. The complete results are presented in Table 3. 

 

  
(a) tP = 343 minutes (b) tP = 412 minutes 

  

  
(c) tP = 481 minutes (d) tP = 550 minutes 

 

 
(e) tP = 619 minutes 

Figure 12. RUL prediction using smoothed entropy estimation feature.  
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Table 3. RUL prediction performance using smoothed entropy estimation feature 

tP Actual RUL Predicted RUL RUL error RMSE 
343 343 219 124 0.4725 
412 274 130 144 0.7852 
481 205 139 66 0.2475 
550 136 102 34 0.1535 
619 67 48 19 0.1356 

RUL Prediction Using the Histogram Lower Bound Feature 
The results of the motor shaft RUL prediction using the smoothed histogram lower bound feature are presented in 

Figure 13. The prediction results at tP = 343, 412, and 488 minutes are far away from the actual values as shown in Figure 
13(a) to 13(c). The actual RUL values are beyond the 95% PI. The prediction is getting better after tP = 550 minutes; as 
in Figure 13(d). The RUL error is small, and the actual RUL is within the 95% PI. The complete performance of motor 
shaft RUL prediction using smoothed histogram lower bound feature is presented in Table 4. It shows that only prediction 
at tP = 550 and 619 minutes fall within acceptable error. 

 

  
(a) tP = 343 minutes (b) tP = 412 minutes 

 

  
(c) tP = 481 minutes (d) tP = 550 minutes 

  

 
(e) tP = 619 minutes 

Figure 13. RUL prediction using the smoothed histogram lower bound feature. 
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Table 4. RUL prediction performance using the smoothed histogram lower bound feature. 

tP Actual RUL Predicted RUL RUL Error RMSE 
343 343 47 296 1660 
412 274 47 227 15.4369 
481 205 75 130 3.021 
550 136 135 3 0.2503 
619 67 55 12 0.4973 

RUL Prediction Performance Comparison 
The performance of the proposed prognostic method using different features was evaluated using the α – λ 

performance. The α value was set to 0.2, and the λ was 0.5. The accuracy is presented in Figure 14. It can be seen in 
Figure 14 that the RMS feature performs well for the motor shaft RUL prediction. The prediction at almost each time step 
falls in the accuracy cone area except for tP = 412 minutes. However, the entropy estimation and histogram lower bound 
features do not perform well at the early stages of the prediction, with the results being far from the accuracy cone area. 
Nevertheless, after the prediction time passed halfway to failure from the first prediction was made (λ = 0.5), the accuracy 
of the prediction using all of the features was close to the actual RUL.  

The selected features, especially RMS can be used as a prognostic indicator to estimate the RUL of the motor shaft. 
The estimation can be done at an early stage (50% of the motor shaft life) when the initial fault is detected. The prediction 
accuracy gets better as the life of the motor shaft approaches the end. This result gives enough time for maintenance 
management to arrange for a maintenance strategy to avoid a catastrophic failure of the induction motor, possibly leading 
to a loss of production. 

 

 
Figure 14. Accuracy of the proposed method using selected features. 

CONCLUSION 

This paper presents a prognostic method based on the Feature Importance (FI) and LS-SVM regression model to 
predict the RUL of an induction motor shaft experiencing a keyway failure. The FI is constructed from the superposition 
of the feature monotonicity and trendability characteristic. The FI of the features is evaluated for a different number of 
training data. Features having high FI values are selected as the prognostic indicator. They are RMS, entropy estimation, 
and histogram lower bound. The prediction start time is determined when the value of the feature increases drastically. It 
starts at tP = 343 minutes or 50% of the motor life. The results show that the RMS feature provided the best prediction 
results. The RUL prediction using the RMS feature falls in the accuracy zone, except for tP = 412 minutes. However, the 
other two features do not perform well in predicting the motor shaft RUL in the early stages of the prediction. However, 
with the increase in the training data, the result becomes more accurate. At 20% before the end of the motor shaft life, the 
RUL prediction using all of the prognostic indicators are close to the actual RUL. It means that the prognostics using the 
proposed method provide enough time for maintenance management to take action for avoiding sudden failures of the 
motor shaft. 

The proposed method is applied to the induction motor shaft fault. The degradation profile of the fault follows the 
exponential form. In practice, different degradation profiles may be encountered. Further examination should be carried 
out. Moreover, the induction motor can experience multiple failures such as bearing, winding, or rotor failure 
simultaneously. It can be a challenge for the method in the future to evaluate its performance as a tool for RUL prediction. 
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