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ABSTRACT – Autonomous driving relies heavily on precise target detection to ensure safety and 
efficiency in navigating complex environments. It typically utilizes multiple sensors to achieve 
comprehensive environmental perception. This review explores advancements in integrating these 
complementary sensors, focusing on state-of-the-art fusion methods, challenges, and applications. 
The combination of these sensors addresses the limitations of individual modalities: cameras excel 
in capturing detailed textures and colors, while millimeter wave radar provides reliable distance, 
velocity, and motion information under adverse weather conditions. Key findings reveal that the 
sparse radar data, lack of comprehensive multimodal datasets, and difficulties in correlating radar 
with image data pose significant hurdles. Future research should focus on developing 
comprehensive multimodal datasets, 4D millimeter-wave radar, and refining fusion algorithms for 
robustness in diverse environments. This review provides a comprehensive understanding of the 
current state and challenges in target detection, serving as a foundation for future innovation in 
autonomous driving technology. 
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1. INTRODUCTION 

Driving safety and reducing traffic congestion could both be improved by autonomous driving. Environmental sensing 

is the primary source of information for autonomous driving, which serves as the basis for route planning and obstacle 

avoidance [1],[2]. Autonomous cars utilize various sensors, including cameras, lidar, radar, global positioning system 

(GPS), and inertial measurement units (IMU), to achieve the highest level of accuracy and reliability in sensing [3]. These 

sensors receive redundant and complementary data [4],[5]. In order to provide more precise information for self-driving 

cars, the current challenges lie in selecting and combining the data from these sensors. Figure 1 illustrates the typical 

object detection of automatic driving.  

 
Figure 1. Typical object detection scenarios in autonomous driving. The dots display each radar point's position, while 

the boxes indicate the detection results. The dot's darkness indicates how close it is to the self-vehicle. These images 

were generated from the nuScenes [6] dataset 
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The sensor most frequently used in autonomous driving is the camera, which is primarily applied for tracking, target 

identification, and segmentation. Additionally, lidar is commonly used to determine the spatial location of targets. The 

object's contour becomes more distinct as lidar emits more beams [7]. The data picked up by the lidar and the camera are 

complementary. As a result, the combination of lidar with cameras has recently gained popularity and has shown a 

respectable level of accuracy for both 2D and 3D target detection [8], [9], [10], [11]. However, lidar and camera fusion 

identification performance can be significantly reduced in unfavorable weather like fog, rain, snow, and bright light [12]. 

Furthermore, the broad usage of lidar is hindered by its high cost [13]. Millimeter wave (MMW) radar performs well in 

all weather conditions except for heavy rain and can penetrate fog, smoke, and dust better than lidar [14], [15]. 

Additionally, MMW radar can accurately determine the velocity of any object it detects using the Doppler effect with no 

temporal data [16]. In the application of advanced driver assistance systems (ADAS), MMW radar is widely used, like 

adaptive cruise control (ACC), Collision Avoidance (CAS), automatic emergency braking (AEB), and lane change assist 

(LCA). 

Currently, there is an increasing number of MMW radar applications for self-driving cars. However, there are two key 

issues that explain why there are not as many investigations on the integration of MMW radar and cameras. Firstly, MMW 

radar data collection produces low-resolution images, resulting in sparse point clouds and a lack of height information. 

One problem is the lack of autonomous driving datasets, including MMW radar and cameras, which hinders researchers 

from conducting more in-depth analyses. Most algorithms for MMW radar currently rely on processing lidar data. 

However, there is a significant difference between the point cloud of lidar and MMW radar, with the latter being much 

sparser. As a result, applying algorithms and processing the point cloud often yields suboptimal results. While some 

researchers have attempted to improve point cloud density by using multiple frames of radar data, this approach also 

increases system latency. 

Surveys related to sensor fusion for autonomous driving have primarily focused on fusing cameras and lidar, as well 

as other areas of sensor fusion such as lidar, MMV radar, cameras, or other sensors. For instance, Huang et al. [3] provided 

a comprehensive review of autonomous driving sensors and their fusion techniques. However, although fusion algorithms 

and evaluations are briefly discussed, this investigation primarily focuses on deep-learning fusion techniques using 

cameras and MMW radar. Because there has been limited previous research on integrating camera and radar sensors in 

autonomous vehicles, it is difficult for researchers to present a comprehensive outline of this area. This article aims to 

close the gap by thoroughly examining the integration of cameras and radars in self-driving vehicles. Our review 

highlights the following contributions: 

• The study focuses exclusively on the combination of MMW radar and cameras for target detection in autonomous 

driving. We specifically limit ourselves to analyzing the use of datasets to assess how fusion algorithms are utilized. 

• We provide an overview of automated driving datasets and algorithms from 2020 to 2023 and offer insights into fusion 

methods. 

• Our analysis identifies key challenges and issues in camera and radar fusion and suggests possible orientations for 

follow-up research. 

The rest of this article is structured as below: Section 2 describes the working principle and the application of the two 

sensors, camera and MMW radar, in target detection for species on self-driving vehicles and analyses the complementary 

features of MMW radar and camera in target detection. Then, Section 3 describes the autonomous driving dataset 

containing both MMW radar and camera data. Afterward, Section 4 presents various target detection methodologies on 

the grounds of integration of MMW radar and camera data. Section 5 outlines the pertinent evaluation metrics for target 

detection algorithms. Section 6 examines the integration process of MMW radar and camera for data annotation, data 

processing, selection of fusion methods, and construction of the fusion framework. Finally, Section 7 provides a 

conclusion. 

2. TARGET DETECTION SENSORS AND APPLICATIONS (CAMERA AND MILLIMETER WAVE 

RADAR) 

This section aims to outline the background on MMW radar and radar-camera fusion in self-driving vehicles. Firstly, 

we outline the fundamental concepts and signal types of both camera and MMW radar. Subsequently, we discuss the pros 

and cons of each sensor, as well as the corresponding target identification algorithms for autonomous driving. Our primary 

objective is to compare the properties of these two sensors with the aim of highlighting the significance of combining 

MMW radar and camera. 

2.1 Sensors 

This section explains the basic principles of cameras, millimeter-wave radar, and common signal formats. It also 

discusses the applications of these sensors in object detection and compares their advantages and limitations. 

2.1.1 Camera 

A camera captures light from the environment through a lens positioned in front of the sensor, which then projects the 

light onto a light-sensitive surface to create an image of the surrounding area [3], [17]. Figure 2 illustrates the process of 

imaging with a complementary metal oxide semiconductor (CMOS) camera. Typically, a camera is comprised of the lens, 
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image sensor, input/output (I/O) interface, and an image signal processor (ISP) [18]. The lens gathers the light from the 

target and focuses it on the image sensor. The image sensor changes light waves into electric impulses, which are then 

converted into digital signals using an on-chip analog-to-digital converter (ADC). The ISP takes care of post-processing 

tasks like noise reduction and then transforms the digital signal into the RGB data format of the picture or video. Finally, 

the I/O interface is used to transmit and display the picture data.  

 

Figure 2. The process of imaging with a CMOS camera 

Affordably priced cameras are equipped with software that can identify moving or stationary objects in their vision. 

High-resolution photos of the environment, complete with details on color and texture, can also be obtained from them. 

These features allow vehicle perception systems to recognize items such as other cars, road signs, traffic signals, lane 

markers, and barriers for moving vehicles. Lighting and unfavorable weather, such as snow, strong sun glare, heavy rain, 

and foggy days, can significantly affect the camera's image quality (resolution). Furthermore, the camera usually detects 

objects without distance information. An image is a two-dimensional grid of pixels, and each pixel stands for a different 

color at a specific point within the image. Color images typically use RGB (Red, Green, Blue) channels to represent the 

color of each pixel. Each pixel in a color image encompasses the values of three channels that denote blue, green, and red 

components. 

2.1.2 MMW Radar 

Millimeter wave typically refers to the 30 to 300 GHz band, which corresponds to a wavelength of 1 to 10 mm. Radar 

is, actually, the optimal sensor for determining radial velocity and distance. It was developed before the Second World 

War and is currently used in self-driving cars. There are two types of MMW radar used in self-driving cars: frequency-

modulated continuous wave (FMCW). These radars acquire information by processing internally emitted signals and the 

reflected signals from objects [19]. Using the single-transmitter-receiver (1TIR) MMW radar system as a model, like 

Figure 3， the internal synthesizer generates a linear frequency modulation (FM) pulse, which is then delivered through 

a transmit (TX) antenna. The receive (RX) antenna receives the pulse after it has been reflected off the object. The mixer 

produces an intermediate frequency (IF) signal by combining the RX and TX signals [20]. 

 

Figure 3. Working principle of single transceiver millimeter wave radar 

The wavelength of millimeter waves falls between that of centimeter waves and light waves, giving millimeter waves 

the advantages of both microwave and photoelectric guidance. Millimeter wave guides are distinguished from centimeter-

wave guides by their elevated spatial resolution, light weight, and small size. In addition, millimeter waves can penetrate 

smoke, dust, and fog, making them suitable for all weather conditions (except during heavy rain), unlike infrared, laser, 

television, and other optical guides. However, radar sensors have a drawback in that they may falsely detect metallic 

targets, like road guardrails or signs, in the surrounding environment. Furthermore, radar struggles to differentiate between 
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static and stationary objects [21], and it is unable to discern colors, resulting in poor target classification [22]. MMW 

radar is a widely used and essential sensor for self-driving vehicles. It is known for its long detection range, affordability, 

and ability to detect moving targets. It can identify obstacles at a distance of 250 meters, which is important to the security 

of self-driving vehicles. With a precision of 0.1 m/s, MMW radar is capable of determining the corresponding speed of 

the target vehicle through the Doppler effect. This data is essential for self-driving vehicles to make informed decisions 

[23]. 

Depending on the various steps in the fast Fourier transform (FFT) based signal processing chain, there are multiple 

formats available for extracting raw data obtained by MMW radar [24]. These formats include the point cloud, the range-

azimuth heat map, the range-azimuth-Doppler (RAD) tensor, along with the micro-Doppler spectrogram. Among these, 

the point cloud format becomes the most widespread. 

• Range-Azimuth-Doppler  

Three dimensions of the RAD data block undergo an FFT operation: angle, velocity, and distance. This operation results 

in the RAD data block, which characterizes distance-angle-velocity. The rotation angle in the horizontal direction 

represents the angle. Although the RAD tensor is large, it preserves strong radar features in the Doppler dimension and 

provides a high-resolution range. As a result, it enables the localization of the agent from an upward perspective using 

distance azimuth. In this format, target properties like location, 2D shape, and velocity can be inferred straightforwardly 

from the tensor using learned detection models. 

• Point cloud  

A sparse point cloud is generated through constant false alarm rate (CFAR) operations on RAD-dense data blocks. In 

addition to radar-specific characteristics such as radial velocity, signal-to-noise ratio, and measured radar cross section 

(RCS), each cloud point has 3D positional characteristics such as azimuth, distance, and elevation (if applicable). A point 

cloud is an intuitive spatial representation that works well for both visualization and analysis. However, it does not reliably 

transmit silhouette information [25], [26]. The point cloud format significantly reduces data dimensionality while 

maintaining important object and scene information, making it very useful for object recognition and classification 

algorithms. Nevertheless, weaker data from the agent may be filtered out by the point cloud format, which could be 

problematic for high-performance radar deep learning models. 

• Micro-Doppler 

A two-dimensional representation of Doppler frequency change over time is called a micro-Doppler spectrogram. In the 

radar signal processing chain, it is attained through implementing a short-time Fourier transform after a distance Fourier 

transform. The process of generating different MMW radar signals is shown in Figure 4. This approach effectively 

captures the motion characteristics of the agent. The micro-Doppler features of motion and twisting events for vehicles, 

bicycles, and walkers in Figure 5(d) demonstrate that these features are specific to distinct subjects and types of motion. 

Doppler spectrograms can be utilized to classify different objects and infer their actions. A study on the usage of this 

format for bird and drone detection was conducted in [27]. Since the format of the 2D spectrogram does not catch the 

spatial data, it is not suitable for use with target detection models. Nevertheless, the format highlights the crucial role of 

time-changing Doppler features in fulfilling accurate object detection in radar data.  

 

Figure 4. Generation process of different millimeter wave radar signals 
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(a) (b) 

  

  
(c) (d) 

Figure 5. Radar signal representation. (a) ADC signal in Simple-Chirp-Antenna tensor format. (b) Radar tensor 

represented by the 3D distance-azimuth Doppler tensor. The image was generated from the CARRADA [28] dataset. (c) 

Point cloud projected on the 2D image plane. The image was yielded from nuScence [6] dataset. (d) Micro-Doppler 

feature with pedestrian movement. The image was yielded from Open Radar dataset [29] 

2.2 Application in Target Detection 

Target detection involves identifying the position and type of targets by analyzing data from a picture or radar 

detection. Typically, researchers utilize cubic or rectangular boundaries to represent the bounding box of the object, as 

described in Figure 6. 

 

Figure 6.  Target detection 3D box labeling from nuScenes [6] 
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2.2.1 Camera-Based Target Detection 

Based on deep learning, target identification techniques have recently been increasingly popular. These techniques 

can be separated into two main types based on their approach to problem-solving. The first type consists of two-stage 

algorithms for detection, including R-CNN [30], Fast R-CNN [31], Faster R-CNN [32], and others. The algorithms extract 

target information from the candidate box of the object image and subsequently adopt the detection network to predict 

the object's location within the candidate box. They utilize heuristics such as the Selective Search Algorithm or 

convolutional neural networks (CNN) networks like region proposal network (RPN) networks to generate the Region 

Proposal. The algorithms then perform further target classification and location regression on the candidate frames. 

Among the two-stage detection algorithms, the R-CNN group, along with several enhanced versions derived from the R-

CNN algorithm, is the most commonly used. 

The second category consists of one-stage detection algorithms, like the SSD [33] and YOLO [34] series algorithms. 

These algorithms use a single CNN network for predictions, simplifying candidate area selection. When an image is 

inputted for detection, the network treats the detection process as a regression problem, which improves detection speed. 

In [35], Abdul Razak et al. employed an SSD-based TensorFlow Lite network to detect obstacles in images captured by 

a single camera. The results demonstrated that the corresponding obstacles could be identified with a probability of 

detection ranging from 50% to 80%, with enhanced performance observed during the daytime. However, compared to 

the R-CNN series, one-stage algorithms trade off accuracy for speed. 

Unlike CNN-based detectors, transformer-based methods represent the most recent advancement in utilizing the self-

attention mechanism to simulate contextual features and their relevance. This is achieved through the use of the self-

attention mechanism. Representative transformer detectors include DETR [36], Deformable DETR [37], WB-DETR [38], 

and Swin [39]. Furthermore, several research efforts have been made to expedite conventional transformer modules by 

integrating self-attention and convolution, thereby combining the strengths of CNNs and transformers. Examples of such 

studies include Conformer [40], MobileVIT [41], and Visformer [42]. 

2.2.2 MMW Radar-Based Target Detection 

Radar-based target detection methods are extensively applied to explore vehicles [43], [44], and pedestrians [45], [46]. 

Scientists commonly employ image-oriented networks, such as YOLOv3 [47] and Faster R-CNN [32], for identifying 

objects in different types of radar tensors: the 2D RA tensor [43], [48], the 2D RD tensor [49], [50], and the 3D RAD 

tensor [13], [51], [52]. However, compared with images, radar tensors are short of physical meaning, which complicates 

the conversion of characteristics acquired from image-oriented algorithms into radar information. Moreover, it is 

difficulty to use algorithms in radar tensors in real-time owing to their complex size, noise, interference, and clutter. 

Diverse point-based network models were employed to identify objects within radar data displayed in point cloud layouts. 

Point-by-point methods [53], [54], [55] directly operate on the original point cloud and utilize LIDAR-based algorithms, 

such as PointNet [56], PointNet++ [57], and Frustum PointNets [58], to classify the points into different object classes. 

For mapping a 3D point cloud into a mesh-like structure, such as one 2D image plane or 3D voxel mesh, mesh-based 

methods [59], [60], [61] are used. Object detection algorithms, like YOLOv3 [47] and Voxel Net [62], are then utilized 

in the mesh presentation to identify targets. Grid-based methods have proven to be efficient in handling big datasets and 

are often applied to real-time applications. Graph-based approaches, such as Radar-Point GNN [63], employ Graph Neural 

Networks (GNN) to investigate targets in radar point clouds. These techniques consider points as nodes and their 

interconnections as edges within a graph. By employing graph algorithms and frameworks, the techniques catch spatial 

interconnections and contextual details in points efficiently, thus enhancing detection efficiency in contrast with 

conventional point-by-point approaches. However, creating graphs and extracting characteristics from point clouds 

present significant computational challenges, especially when handling extensive datasets. 

2.3 Evaluating Radar and Camera 

MMW radar is capable of measuring distance, speed, and azimuth [3]. Currently, vehicles equipped with driver 

support systems can identify distances up to 300 meters, providing a horizontal viewing angle of 140° and an angular 

resolution below 1° [51],[52]. Furthermore, the radar sensor's ability to withstand night and severe weather allows it to 

function during one day. On the other hand, cameras provide information on the color, texture, and shape of objects. In 

terms of classification, cameras outperform radar sensors. Both MMW radar and cameras are much cheaper than lidar for 

vehicle installation and are widely used. Although MMW radar and cameras have distinct advantages and disadvantages, 

they are irreplaceable; however, they can be combined to ensure sufficient access to information. Figure 7 shows the 

difference and connection between MMW radar and camera for object feature detection. Enhancing understanding of 

external data can be achieved by leveraging the complementary strengths derived from their individual characteristics. 

Moreover, if one sensor malfunctions, the other remains operational, thereby enhancing the credibility of the autonomous 

driving mechanism. Integrating camera and radar sensors is important to sustain the perceptual precision and stability of 

self-driving vehicles. 
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Figure 7. Complementary Diagram of Radar and Camera Information 

3. DATASETS  

Datasets are key players in object detection studies. Superior, extensive datasets are also key players in continuously 

enhancing and evolving algorithms for recognizing, detecting, and classifying objects, especially in deep learning. 

Furthermore, educating deep neural networks for intricate tasks, including auto driving, needs a substantial volume of 

training data. Consequently, to maintain the network's resilience and precision in intricate driving scenarios, a 

comprehensive, high-caliber, and annotated dataset from the real world is required. The dataset should encompass diverse 

driving scenarios, sizes of objects, and a range of benchmark calibration challenges. Table 1 lists some typical datasets 

and their basic information. This section concisely outlines a selection of typical datasets for automated driving. 

Table 1. Autonomous driving datasets 

Dataset Release Scale Scenarios Camera Radar Lidar Classes Use 

KITTI [65] 2012 1.5h 
 

ML Y N Y 8 T 

Cityscapes [66] 2016 16.7h 
 

CT Y N N 19 S 

Apolloscape [67] 2018 16.7h 
 

ML Y N Y 35 S 

Waymo [68] 2019 6.4h 
 

CT Y N Y 4 T 

nuScenes [6] 2019 5.5h 
 

ML Y Y Y 23 T&S 

CRUW [69] 2020 3.5h 
 

ML Y Y N 3 T 

CARRADA [70] 2020 21min 
 

EX Y Y N 3 T 

VOD [71] 2022 12min 
 

ML Y Y Y 3 T 

In Table 1 "Y" indicates the presence of sensing data in the dataset, "N" indicates its absence. "ML" refers to city, town, 

highway, and other locations, "CT" refers to city ,"EX" refers to experiment. "D" indicates detection, "S" indicates 

segmentation. 

There are several datasets containing high-quality MMW radars. This presents a challenge for researchers studying 

MMW radar and camera fusion. Hereafter, we describe in detail the three datasets that include MMW radar data: 

nuScenes, CRUW, CARRADA, and VOD. 

3.1 nuScenes 

The nuScenes dataset, developed by nuTonomy, is extensively identified as one of the most prominent publicly 

available datasets in autonomous driving. It is the largest collection of MMW radar signals for autonomous driving and 

includes 1,000 scenarios, each lasting 20 seconds. These scenarios feature multiple lanes, pedestrians, vehicles, and 

various road and traffic events. Notably, it is the first dataset to be equipped with sensors from fully self-driving vehicles. 

The dataset provides camera, lidar, and radar data, including radar point cloud data. The nuScenes 3D edge annotation 

consists of 23 classes and eight attributes, such as pedestrian posture and vehicle state. 
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Figure 8. Sensor setup for nuScenes data collection platform [6] 

Figure 8 displays the configuration of the nuScenes acquisition device. It includes a 32-line lidar (Velodyne HDL32E) 

operating at 20Hz and capturing 1.39M point clouds per second. Additionally, there are five 77GHz long-range MMW 

radars (Continental ARS 408-21) operating at 13Hz, six cameras (Basler acA1600-60gc) with a resolution of 1600x1200 

at 12Hz, and one set of IMU and GPS. 

As seen in the diagram, the sensor configuration of the nuScenes dataset closely resembles that of a production vehicle. 

It provides complete MMW radar data, including front and corner radar, which effectively reduces blind spots. This setup 

is ideal for researching MMW radar algorithms. Furthermore, nuScenes offers 360-degree ring-view data. The bird's eye 

view (BEV) sensing direction is becoming increasingly popular, and nuScenes' sensor configuration can provide matching 

data, resulting in excellent results based on the nuScenes dataset. 

3.2 CRUW 

The University of Washington researchers released the CRUW database in 2020. This database is relatively large-

scale, containing 3.5 hours of 30 FPS (~400K frames) camera radar information. The data comes from various driving 

scenes, like urban streets, parking lots, highways, and campus roads. CRUW database provides object-level annotations, 

such as object location, size, and class. Additionally, it includes mask information on top of the image data. The radar 

data format used is the Range-Azimuth Map. 

The CRUW Autonomous Driving dataset is an open-source dataset that uses radar frequency-domain imagery. It is 

primarily designed for target detection and tracking tasks in autonomous driving. This dataset is one of the largest 

international radar datasets available for autonomous driving scenarios. It features multiple scenarios, a large size, and 

realism. Figure 9 displays the configuration of the CRUW acquisition device. The sensor platform consists of two stereo 

cameras and two 77GHz FMCW radars. The FLIR BFS-U3-16S2C-CS cameras and TI AWR1843 + DCA1000 radars 

are used in this setup. 

 

Figure 9. Sensor setup for CRUW data collection platform [69] 
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The CRUW dataset consists of radar data from disparate scenes, like cities, towns, and highway areas, which involves 

a series of weather and lighting conditions. Each radar scan in the dataset includes precise 3D annotations for vehicles, 

pedestrians, and road signs. This feature is beneficial for researchers as it allows for training and validating target detection 

and tracking algorithms. In comparison to other radar datasets, the CRUW dataset offers radar scans from various 

scenarios, making it suitable for training different target detection and tracking algorithms. The labeling accuracy is high, 

and each radar scan is meticulously labeled and calibrated to ensure accurate and reliable annotations. 

3.3 CARRADA 

The French researchers initially released this database in 2020, with a new version being released in 2021. The data 

collection setup includes one FMCW radar and one camera installed on a fixed vehicle. By utilizing a MIMO system 

setup with 2Tx and 4Rx, the radar system generates eight virtual antennas in total. The dataset consists of synchronized 

image and radar data for 30 sequences, comprising a total of 12,666 frames (equivalent to 21.1 minutes). Out of these 

frames, 7,193 frames contain labeled objects. To label the radar signals, the dataset employs a semi-automatic labeling 

method that relies on visual and physical information. This approach significantly reduces labeling time and cost. The 

labeled objects are separated into three types: cars, bikes, and pedestrians. The dataset offers three labeling formats: sparse 

point, bounding box, and dense mask. The radar data underlying CARRADA is presented in the Range-Angle-Doppler 

Tensor format. However, it is important to note that CARRADA documents the Canadian acquisition scenario on a test 

track, featuring one or two objects in the scenario simultaneously along different paths rather than real traffic road 

conditions. Therefore, its practicality may be somewhat affected. 

3.4 VOD 

The VOD [71] dataset uses 4D MMW imaging radar to provide height information, as well as distance, bearing, and 

Doppler velocity. It consists of 8,693 time-synchronized and calibrated frames of 64-line lidar, a binocular camera, and 

4D radar data. The dataset includes 123,106 three-dimensional bounding boxes for both moving and stationary objects, 

with a total of 26,587 pedestrians, 10,800 cyclists, and 26,949 vehicles. 

Figure 10 displays the configuration of the VOD acquisition device. The sensor configuration for the VOD data 

gathering system includes a ZF FRGen21 3+1D radar (see Table II for details, operating at approximately 13 Hz) installed 

behind the front bumper, a windshield-mounted stereo camera (1936×1216 px, operating at around 30 Hz), a roof-

mounted Velodyne HDL-64 S3 lidar (operating at approximately 10 Hz) scanner, along with the ego vehicle's odometry 

(a filtered mix of wheel odometry, real-time kinematic (RTK) GPS, and IMU, operating at around 100 Hz).  

 

Figure 10. Sensor setup for VOD data collection platform [71] 

At present, the VOD dataset is the mere publicly available autopilot dataset containing lidar, 4D MMW radar, and 

binocular camera information. Nevertheless, it owns relatively small quantities of data. High-quality datasets for 

millimeter wave radar-camera integration for target detection are limited in availability. Currently, most researchers rely 

on nuScenes dataset to verify and enhance fusion algorithms. The nuScenes dataset provides millimeter wave radar signals 

in the shape of point cloud signals, which has led to a focus on processing techniques for point cloud data. Developing 

better datasets is a future research direction for improving sensor fusion training data. However, obtaining comprehensive 

and larger datasets is a hard assignment due to the difficulties in labeling objects. Manual labeling is time-consuming, 

energy-intensive, and expensive, and the accuracy of labeling depends on human operation. Some datasets are starting to 

utilize automatic labeling methods, but their effectiveness is not as strong as manual labeling. As a result, constructing a 

dataset with a substantial amount of data is challenging. 
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4. MMW RADAR AND CAMERA FUSION ALGORITHM 

Merging MMW radar with a camera aims to combine the benefits of each sensor, improving the accuracy of target 

detection. Integrating radar and camera sensors provides additional details about the object, such as color, shape, distance, 

velocity, and orientation. Additionally, the fusion of radar and camera allows self-driving cars to operate day and night, 

even in unfavorable weather conditions. 

Multiple studies have shown that merging radar and cameras enhances the precision and resilience of algorithms in 

complex city traffic situations. Chadwick et al. [72] integrated a radar sensor with short-focus and long-focus cameras to 

improve the identification of distant objects. The radar sensor provides physical data about the movement of these objects, 

thereby enhancing camera detection efficiency. Major et al. [13] also demonstrated the velocity dimensions obtained from 

radar sensors can improve detection performance. Furthermore, Nabati et al. [43] used radar characteristics such as depth, 

rotation, and velocity to enhance image attributes, resulting in a more than 12% increase in the total nuclear scene 

detection score (NDS) compared to algorithms that rely solely on cutting-edge cameras, including OFT [73]. Other 

algorithms considered include MonoDIS [74] and CenterNet [75]. Yadav et al. [76] proposed the development of RANet 

and BIRANet for challenging weather scenarios like fog, dust, and rain and found that radar data is highly resistant to 

noise in detection. Incorporating radar information can improve efficiency in these demanding situations. 

The primary difference between radar and visual fusion mechanisms lies in the fusion degree and the synchronization 

or asynchronous nature of their processing methods. Alessandretti et al. [77] categorized the fusion intensity into three 

types: high, medium, and low. Figure 11 illustrates the process of fusion at three different levels. 

• The first level of data fusion is low-level fusion, which combines data detected by MMW radar and camera with 

minimal data loss and maximum reliability. This process generates new raw data by combining multiple raw data 

sources. 

• As an intermediate level fusion, feature level fusion involves extracting feature details from radar and images, such as 

speed, distance, corners, edges, lines, position, and texture parameters, which are then integrated into a characteristic 

map. Subsequently, this map needs further treating. 

• Advanced level fusion, or decision level fusion, involves making a decision from each input source and subsequently 

merging all these decisions. This results in a fusion of detection results. 

   
(a) (b) (c) 

 

 
Figure 11. Classification of various levels of radar camera fusion. (a) Data level fusion, (b) Feature-level fusion,  

(c) Object level fusion 

4.1 Data Level Fusion 

Currently, data-level fusion is not a popular area of research. This method involves merging data from MMW radar 

and cameras, known as pixel-level fusion. In this process, radar point clouds and image pixels are directly combined 

without preprocessing. The goal of this technique is to generate new raw data that is enriched with valuable insights by 

integrating MMW radar and camera information. To achieve this, coordinates of radar information are mapped onto pixel 

images and aligned with these image pixels calibrated. Then, the resulting fused data is vulnerable to characteristic 

extraction and categorization. 

In the initial phase of the deep learning model, either unprocessed or processed data from radar and camera sensors 

are merged for data-level integration. Since the merging of MMW radar and camera data usually happens asynchronously 

at the individual data level, the process of data fusion requires the use of filters to interpolate and calibrate the data over 

time. The data from multiple sensors are then correlated to associate them with different targets using various efficient 

classification algorithms. However, aligning radar tensor or point cloud with image pixels presents challenges due to 

differences in data representation and object form. Nobiset et al. [78] used integrated camera and radar point clouds while 
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employing VGG [79] for feature extraction from the merged data, taking inspiration from the fusion of lidar and camera. 

While they achieved better detection results, the accuracy of detection was still affected by noisy radar raw data. Bansaet 

et al. [80] developed one semantic point grid (SPG) by integrating radar point cloud, radar BEV grid map, and camera 

semantic map. The approach uses SPG coding to derive semantic data from the camera, which helps identify radar 

locations associated with the targeted object. Long et al. [81] put forward the radar camera pixel depth association (RC-

PDA) as a learning technique to improve and compress radar imagery. However, the camera is not effective in bad 

weather, and the fusion network lacks a system to integrate camera data. 

4.2 Feature Level Fusion 

Recently, the feature-level fusion method [72], [82] has become popular as a fusion technique. Typically, fusion 

methods at the feature level convert 3D radar data into 2D imagery. In the modified radar image, the radar points represent 

depths and velocities, which are recorded as pixel values. The system consists of multiple channels, each reflecting a 

distinct physical condition of the environment, as detected by the radar sensor. Consequently, in the same driving scenario, 

it is possible to capture two types of images: one radar-based and the other visual. 

The strength of this approach is that it swiftly removes numerous regions without targets, significantly improving 

recognition speed. Additionally, the algorithm can swiftly eliminate false objects explored by the radar, therefore 

improving result credibility. Nonetheless, inaccuracies in target lateral distance and camera calibration errors cause the 

projection point of the MMW radar to diverge from the object. This deviation is more significant as the interest setup 

region encompasses multiple objects, leading to repeated target detection and confusion in target matching. 

When creating a multichannel matrix, feature matrices are combined. In [72], ResNet [83] blocks are employed to 

produce the characteristics of the radar and camera branches, which are then integrated through concatenation and added 

operations. In literature [84], the tandem method is employed, while in literature [85], a new block for sensor feature 

fusion called spatial attention fusion (SAF) is proposed. Using the SAF block, an attention weighting matrix is developed, 

integrating both radar and visual elements. The researchers compared the SAF technique to three other approaches: 

addition at the element level, multiplication, and cascade. The findings suggest that the SAF technique outperforms its 

competitors. Furthermore, the research conducted experiments to generalize FAST R-CNN, with the SAF model 

enhancing its detection effectiveness. In 2021, Du et al. [86] proposed a 3D target detection algorithm. The algorithm 

begins by isolating image characteristics from an individual image. It then proceeds with the 3D enlargement of the radar 

point cloud and merges the algorithm's 3D data to align with the respective radar point cloud. The construction of radar 

characteristics utilizes the radar's depth and velocity data. Lastly, image features and radar features are fused in series to 

generate a precise 3D envelope of the object. 

In 2019, Nabati et al. [43] suggested a method of intermediate fusion for detecting 3D targets using radar and camera 

information. The radar point cloud was processed using a similar approach to that of [86], which added height information 

missing from the radar to the point cloud. The authors used a CenterFusion network to detect the target by recognizing 

regions of interest (ROI) in the image as well as obtaining the target's 3D coordinates, depth, and rotation. They employed 

an approach derived from the frustum association technique to link radar detection data to the center of mass of the 

detection target. This linking technique incorporates the characteristics of the target identified by radar detection, 

including depth and velocity data, into a feature map. This technique enhances the visual characteristics and provides 

desired attributes such as depth, rotation, and speed. 

In 2023, Li et al. [87] proposed the RCFN, which utilizes a CNN-based triple decoder architecture. For the image 

branch, the researchers modified the ResNet-34 network to satisfy the demands of characteristic extraction for further 

estimation. A dual-phase processing approach was employed for the radar segment. The process began by extracting 

features using a sparse invariant convolutional block, followed by additional feature extraction using the identical residual 

block as in the image branch but with a different count of convolutional channels. These derived features were then 

inputted into three separate decoders, each forecasting distinct categories of depth data. Compared to the standard single 

decoder model, the authors' forecasts showed a range of enhancements from slight to significant. 

In 2023, Kurniawan et al. [88] proposed the ClusterFusion fusion network, which is known for its ability to implement 

cross-modal characteristic fusion within the image plane. This network directly extracts features onto the radar clusters 

as a point cloud, preserving the clusters' local spatial characteristics that would otherwise be obscured in the projection 

phase. Employing this method enhances the precision of feature extraction. ClusterFusion achieves attribute estimation 

comparable to advanced 3D object detection techniques using a monocular camera. In 2023, Pang et al. [89] developed 

TransCAR, a new camera-radar fusion network. This network is comprised of three main elements: a transformer decoder-

based camera network, a radar system encoding radar point positions and deriving radar characteristics, and the TransCAR 

integration module utilizing three cross-attention decoders based on the transformer. The authors used transformer-based 

architectures to achieve this. The TransCAR architecture enables adaptive correlation between cameras and radar, as well 

as soft-associative learning of radar features with visually updated object queries, resulting in superior 3D object detection 

performance. 

When it comes to characteristic-level integration, it has the potential to create suitable characteristic extraction 

networks tailored for each modality, considering their unique attributes. Neural networks have the ability to collectively 
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capture characteristics across different modalities, making them mutually complementary. However, feature extraction 

and fusion are unable to address situations where the image sensor becomes unreliable [90]. 

4.3 Decision Level Fusion 

Decision-level fusion is a widely used integration scheme in self-driving vehicles. The MMW radar and camera are 

capable of independently sensing and processing their data to obtain initial sensing results. The image detection target 

results are then effectively fused with the MMW radar detection results. Jha et al. [91] mapped the radar findings on the 

image plane through one transformation matrix and organized the separately identified objects from both sensors. Dong 

et al. [92] put forward the AssociationNet to acquire semantic representation data from both sensors, improving the 

precision of associations through the computation and reduction of Euclidean distances. Object-level fusion is pervasive 

in traditional radar and camera systems due to its adaptability and modularity, but it sacrifices rich feature information 

[90]. 

The fusion strategy offers several advantages, including flexibility in selecting sensor results, improved data reliability 

and fault tolerance, enhanced flexibility across diverse sensor sources, better immediate performance, and lower 

communication bandwidth requirements. However, the intense compression of information may reduce precision and 

require extensive preprocessing capacity. The accuracy of the final result depends heavily on the precision of the 

individual module outputs. For example, if the camera sensor is obstructed, the fusion at the decision level will solely 

rely on the ultimate object identified by the radar sensor. Additionally, mid-level characteristics are often overlooked due 

to flaws or inaccuracies in the sensors' detection techniques. Therefore, decision-level fusion methods are limited to the 

scant data derived from the detection outcomes. 

Integrating MMW radar with camera fusion at the data layer offers multiple benefits. This method maintains data 

integrity, provides in-depth insights not achievable through other fusion layers, and demonstrates a strong correlation 

among the data. However, it fails to preprocess the initial data, resulting in excessive redundancy, subpar real-time 

performance, weak jamming resistance, elevated communication bandwidth requirements due to the large amount of 

original data, and increased demands for error rectification at the basic level of information merging. 

Feature-level fusion utilizes neural networks to learn complementary properties between different sensors, adding 

richer information to the object. For example, in the fusion of MMW radar and camera features, fusion is capable of being 

performed based on the image, incorporating information such as speed, angle, and distance provided by the MMW radar 

into the image features. Fusion can also be performed based on the point cloud, where features such as the contour of the 

image, color, and texture are added to the radar point cloud for correlation. Objects have richer features that can be 

effectively recognized by neural networks. Feature-level fusion combines information from different sensors, retaining 

data information better and improving target recognition and tracking. Additionally, feature extraction and fusion can 

suppress noise and interference in sensor data, enhancing system robustness. However, the feature-level fusion process 

requires addressing differences in characteristics between the two sensors because of feature incompatibility. Moreover, 

the design of the feature fusion algorithm is relatively complex, requiring careful consideration of feature selection, 

extraction, and fusion methods. 

5. TARGET DETECTION ALGORITHM EVALUATION METRICS 

Radar camera fusion often uses evaluation metrics such as recall, precision, average precision (AP), average recall 

(AR), mean average precision (mAP), and mean intersection over union (mIoU). The measurements determine how 

accurate predictions are for a specific test dataset. More importantly, the measurements should be applied objectively, 

without any subjective judgments. Currently, the nuScenes [6] dataset is the main choice for evaluating algorithms in 

MMW radar and camera fusion, introducing the mean Average Precision (mAP), mean True Positive (mTP) metrics, and 

the nuScenes Detection Scores (NDS). For the object detection model, the assessment metrics include mAP and mTP. 

mAP is the average value of Average Precision (AP) for all classes at different center distance thresholds. On the other 

hand, mTP metrics consist of five sub-metrics: average translation error (ATE), average scale error (ASE), average 

orientation error (AOE), and average true positive (mTP). The NDS is calculated by weighting the sum of the five metrics: 

ATE, ASE, AOE, average velocity error (AVE), and average attribute error (AAE), along with mAP and mTP. 

5.1 Average Precision (mAP)  

AP calculation in object detection uses the center distance (CD) thresholding technique but not the widespread 

intersection over union (IOU) target detection matching algorithm. This approach separates the detection process from 

the object's dimensions and alignment, resulting in more accurate outcomes. The mean intersection over union (mIoU) is 

calculated as the average IoUs across all categories. It is important to note that for objects with minimal spatial presence, 

the IoU result may be zero if there is little translation error during detection. This complicates the comparison of detection 

algorithms that rely solely on visual data. For a specific category, the AP value is obtained by calculating the precision 

and recall of the target detection. 
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Table 2. Confusion matrix 

Confusion matrix 
Projections 

Positive Negative 

current situation 
Ture TP FN 

False FP TN 

In classification problems, the confusion matrix is often used as an assessment tool. It shows the numerical correlation 

between the predicted and actual samples within a category. For a problem with N classes, the confusion matrix has 

dimensions of N2. If a binary classification issue occurs, Table 2's confusion matrix displays true positive (TP) for 

predicting a positive scenario, false negative (FN) for a negative scenario, false positive (FP) for a positive scenario, and 

false negative (FN) for a negative scenario. A positive result indicates a sample incorrectly identified as positive, while 

TN denotes a sample accurately identified as negative. TP and TN represent accurate predictions, while FN and FP 

represent inaccurate predictions. Therefore, precision and recall can be computed as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (1) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2)  

In model theory evaluation, better model performance is indicated by higher precision and recall. However, in practical 

prediction situations, these two factors are usually negatively correlated. Precision tends to decrease as recall increases. 

To better illustrate this relationship, the Precision-Recall (PR) curve is proposed. This graph shows the rate of recall on 

the horizontal axis and accuracy on the vertical axis. Unlike other detection models that use the area beneath the precision-

recall curve as an AP value, a higher mAP indicates superior model performance. 

𝑚𝐴𝑃 =
1

|𝐶||𝐷|
∑  

𝑐𝜖𝐶

∑ 𝐴

𝑑𝜖𝐷

𝑃𝑐,𝑑 (3)  

5.2 Mean True Positive (mTP)  

The TP metric series consists of accurate measurements for each predictive frame aligned with a reference frame. The 

specific metrics in the TP series are as follows: ATE measures the two-dimensional Euclidean distance from the center 

in meters. ASE is calculated as (1-IOU), using the 3D IOU after aligning the direction and center. AOE is the minimum 

deviation in yaw angle between the predicted outcome and the actual reality. AVE represents the total velocity 

discrepancy derived from the L2 norm of the two-dimensional velocity variance in meters per second. AAE is defined as 

(1-acc), where acc represents the accuracy of attribute classification. The last two metrics are not applicable for obstacle 

and traffic cone detection. The goal is to minimize the error metrics in the TP series. Class-specific metrics (mATE, 

mASE, mAOE, mAVE, and mAAE) are determined by averaging the values from each category. To determine the mean 

value of each TP metric across all categories in the study, follow these procedures: 

𝑚𝐴𝑃 =
1

𝐶
∑  

𝑐𝜖𝐶

𝑇𝑃𝑐  (4)  

5.3 nuScenes Detection Scores (NDS)  

Target detection often uses the mAP combined with the IOU threshold as a standard evaluation metric. However, this 

metric may not be suitable for all aspects of nuScenes target identification, such as velocity and attribute estimation. 

Moreover, it combines the contributions of position, size, and orientation to the detection results. To address these 

limitations, the nuScenes detection score (NDS) is introduced as a more comprehensive evaluation metric. It integrates 

the performance of target detection algorithms in different aspects, including accuracy, robustness, and efficiency. The 

NDS aims to assess the effectiveness of an algorithm by determining the rates of recall and false alarms in detecting 

targets across various error intervals. These rates are then adjusted based on the size and distance of the target to derive 

an all-encompassing score, computed using the following formula: 

𝑁𝐷𝑆 =
1

2
[5𝑚𝐴𝑃 + ∑  

𝑚𝑇𝑃𝜖𝑇𝑃

(1 − 𝑚𝑖𝑛(1, 𝑚𝑇𝑃))] (5)  

mTP was obtained using Eq. (3). TP represents the set of five average TP metrics. NDS weights were split in half to detect 

model performance and quantify detection quality based on bounding box location, size, orientation, attributes, and speed. 

It is vital to limit each metric to a range of 0 to 1, as mAVE, mAOE, and mATE values may exceed 1. 

5.4 Planning KL-Divergence (PKL)  

PKL [93] is an evaluation metric that measures perceptual performance by calculating the difference between the 

planning approach given detector detection and manually labeled detection. The results were consistently non-negative, 
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where higher PKL scores signify inferior detection capabilities. A PKL score of 0 corresponds to the optimal detector. 

This technique assesses the variance in the ego car's planning actions upon encountering a forecasted object, as opposed 

to the actual object present in the scene. The sequence of raw sensor observations, S1,…,St，∈S, corresponds to the 

ground truth object detection sequences, 𝑂1
,…, 𝑂𝑡

∈ 𝑂, and the ego car attitude of the corresponding sequence is 

represented by 𝑥1,…, 𝑥𝑡  , Given an object detector A: S → 𝑂 that predicts 𝑂𝑡
  based on St, we define the Planning KL-

Divergence (PKL) at time t. 

𝑃𝐾𝐿(𝐴) = ∑ 𝐷𝐾𝐿

0<𝛥≤𝑇

(𝑝𝜃(𝑥𝑡+𝛥 ∣ 𝑜≤𝑡
∗ ) ∣∣ 𝑝𝜃(𝑥𝑡+𝛥 ∣ 𝐴(𝑠≤𝑡))) (6)  

The distribution of ground truth trajectories in dataset D was modeled by 𝑝𝜃(𝑥𝑡 ∣ 𝑜≤𝑡
∗ ). The parameter θ is minimized by: 

𝜃 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝜃

∑ −

𝑥𝑡∈𝐷

𝑙𝑜𝑔𝑝𝜃(𝑥𝑡|𝑜≤𝑡
∗ ) (7)  

In summary, PKL quantifies the differences between expected and actual objects and their impact on the trajectory 

planning of the autopilot. The significance of this metric lies in its direct relation to the decision-making process of the 

autopilot system, which is based on detection results. 

Table 3 provides a summary of the performance of the targeting algorithms for MMW radar-camera fusion, evaluated 

in the nuScenes dataset from 2020 to 2023, using the aforementioned evaluation parameters. The table illustrates that the 

performance of different algorithms is not optimal across all evaluation parameters. Rather, it is only in certain evaluation 

parameters that the performance is deemed excellent. 

 Table 3. Performance of MMW radar and camera fusion in detecting targets on the nuScenes from 2020 to 2023 

Method Metrics 

Author Data 

Name of the 

algorithm for fusing 

radar and camera 

mAP 
mATE 

(m) 

mASE 

(1-IOU) 

mAOE 

(rad) 

mAVE 

(m/s) 

mAAE 

(1-acc) 
NDS PKL 

Kim et al. 2023/11/02 RCM-Fusion [94] 0.506 0.465 0.254 0.384 0.438 0.121 0.587 0.896 

Kurniawan et al. 2023/07/22 ClusterFusion [88] 0.341 0.587 0.257 0.424 0.461 0.108 0.487 1.334 

Z. Chen et al. 2023/05/29 HVDetFusion [95] 0.609 0.379 0.243 0.382 0.172 0.132 0.674 0.836 

Kim et al. 2023/03/07 CRN [96] 0.575 0.416 0.264 0.456 0.365 0.130 0.624 0.929 

S. Pang et al. 2022/11/10 TransCAR [89] 0.422 0.63 0.26 0.383 0.495 0.121 0.522 1231 

Kim et al. 2022/07/17 CRAFT [97] 0.411 0.467 0.268 0.456 0.519 0.114 0.523 1.145 

Nabati et al. 2020/09/28 CenterFusion [43] 0.326 0.631 0.261 0.516 0.614 0.115 0.449 1.446 

CenterFusion [43] is the first algorithm to combine MMV radar and camera data from nuScenes dataset. It achieved 

performance results of 32.6% mAP and 44.9% NDS. This algorithm addresses the problem of correlating critical data by 

introducing a novel frustum-based approach to align radar detections with the central points of the corresponding objects. 

This technique uses initial detection to formulate a 3D ROI frustum near the object. Then, it aligns the radar detection 

with the object's center in the image. Center Fusion, which incorporates radar features, shows a relative increase of 38.1% 

and 62.1% in NDS and speed error metrics, respectively, compared to CenterNet [98], which relies solely on image inputs. 

This highlights the efficiency of adopting radar characteristics and the robustness of merging radar and camera within a 

standard self-driving scenario. As a result, many radar-camera integration algorithms have used CenterFusion as a 

benchmark. 

As an example, the RCBEV technique for merging features at the feature level [99] uses a spatio-temporal encoder to 

separate radar characteristics and transform image attributes into a representation of BEV. Experimental results show 

improved characteristic presentation and accuracy of 3D object detection, as evidenced by mAP and NDS rates of 40.6% 

and 48.6%, respectively. 

CRAFT [97] achieves a mAP of 41.1% and an NDS of 52.3% in nuScenes, mainly due to improved localization and 

velocity measurement. This improvement is supported by a spatial-context fusion converter that leverages the contextual 

and spatial features of camera and radar information for more precise object detection in 3D space. Currently, CRN [96] 

stands out as the top detector in the nuScenes dataset among radar-camera fusion techniques, boasting a 57.5% mAP and 

a 62.4% NDS. This positions CRN as the premier choice for 3D radar-camera fusion. The suggested CRN system achieves 

enhanced performance through its radar-aided view transform (RVT). By converting features of perspective images into 

bird's-eye views (BEVs) using infrequent yet precise radar data, this method addresses the spatial data deficiency of the 

image. After transformation, the image attributes in BEVs are used in the Multimodal Feature Aggregation (MFA) layer 

to create BEV representations that are both semantically profound and spatially precise. 

To address low visibility challenges, REDFormer [100] integrates features of multiple radar points and cameras in the 

bird's-eye view (BEV) plane of nuScenes dataset. In scenes with low visibility, the model's performance significantly 
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surpasses the baseline model, achieving 50. During wet weather conditions, the algorithm outperforms the standard model 

with a 50.91% NDS and a 40.36% mAP. At night, it reaches 28.12% NDS and 20.28% mAP. 

The HVDetFusion [95] 3D object detection algorithm currently holds the top rank in the nuScenes Camera Radar-

based 3D object detection ranking, showing an NDS score of 67.4% and an mAP score of 60.9%. It utilizes a structurally 

optimized and improved detection method based on Bevdet4D, effectively extracting data from one or more camera 

sensors in keyframes. Furthermore, it enhances and integrates top view characteristics derived from unprocessed camera 

data, which are based on positional and radial velocity data captured by radar sensors. This leads to high accuracy in 

detection. 

6. RECOMMENDATIONS FOR FUTURE RESEARCH 

The integration of MMW radar and camera systems presents significant challenges, mainly related to the selection of 

an appropriate fusion methodology and the efficient processing of different data types to improve overall performance. 

Neglecting these challenges could seriously hinder the decision-making and control mechanisms necessary for auto 

vehicles to operate safely. This section explores the complex issues and potential research directions related to multimodal 

data fusion frameworks, which are crucial for advancement. 

6.1 Challenges Encountered while Labeling Data 

Labeling data is an expensive and time-wasting assignment, especially when dealing with data from multiple sources. 

This difficulty becomes even more apparent when working with radar-camera fusion, as radar data alone does not provide 

a direct indication of an object's physical appearance. Researchers have explored the possibility of automating the labeling 

process of radar data by using actual data from camera photos and a conversion matrix that links radar and camera sensors. 

However, this labeling technique has proven to be imprecise due to the misalignment of radar targets and the objects in 

the image. Sengupta et al. [101] raised one camera-assisted approach that used a beforehand YOLOv3[47] network and 

Hungarian algorithm to automatically label radar point clouds, improving effectiveness and precision. Although there are 

possible benefits of automating radar data labeling, the challenge of removing irrelevant data surrounding the targeted 

object remains. 

When labeling camera images, it is essential to carefully select appropriate labeled data to minimize labor costs. 

Supervised learning [102] is widely recognized as an effective method for training deep learning models. It involves using 

small quantities of labeled image data along with vast quantities of unlabeled image data. The process begins with training 

the model using pre-labeled data and then using this model to predict and label the unlabeled data. This approach reduces 

the amount of manual labor required for labeling. Additionally, strategies, including transfer learning [103] and semi-

supervised learning [104], can be employed to further reduce the effort involved in labeling. 

6.2 Multi-Modal Data 

In the fusion of MMW radar and camera data, there is a clear disparity between the nature of information extracted 

from each sensor. While image data from cameras typically exhibits regularity and structure, radar-generated point cloud 

data tends to be disordered. Consequently, the integration process poses a significant challenge, with radar data processing 

being particularly formidable. 

The sparse nature of radar clouds presents a risk to neural networks, with the aim of researching their characteristics 

efficiently. Since the point clouds often lack a comprehensive representation of object shape, color, and other pertinent 

details, conventional bounding box approaches are considered suboptimal. Researchers often compile data from various 

radar frames, ranging from 0.25 to 1 second, to tackle sparsity problems. This increases the density of point clouds and 

improves detection precision [43], [71], [78], [81]. However, overlaying multi-frame point clouds may lead to latency 

within the system. Consequently, modern studies are increasingly focusing on the potential of 4D MMW radar sensors as 

a significant research path. These sensors have the advantage of creating more compact point clouds and providing 

essential altitude data on identified objects, making it easier to align with numerous points on the vehicle. Notably, 

datasets such as Astyx [105], VoD [71], and TJ4DRadSet [106] demonstrate the extensive spatial coverage provided by 

4D radar datasets. Research consistently highlights the benefits of using 4D radar in object detection. For example, Zheng 

et al. [106] showcased the enhanced capabilities of the 4D radar in 3D perception, attributed to its more compact point 

arrangement. Furthermore, Palffy et al. [71] emphasized in their VoD dataset that adding height details markedly improves 

performance in detecting objects. 

For the successful integration of multimodal data in deep learning, a substantial amount of training data is essential 

for strong backing. However, current multimodal datasets that integrate radar and camera data are considerably smaller 

in scale compared to those that only use images. The ImageNet [107] dataset, currently the largest image-based dataset, 

encompasses over 14 million images across 20,000 categories. In contrast, the CRUW [69], the most extensive radar-

camera fusion dataset, consists of a modest 40,000 frames with 26 objects spread across just three categories, mainly 

centered on vehicles. Furthermore, developing an extensive multimodal dataset requires meticulous evaluation of 

authentic driving situations, covering varied settings such as highways, urban roads, and countryside routes. Additionally, 

the data collection needs to consider intricate meteorological scenarios, such as precipitation, mist, snowfall, and 
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brightness. Creating this type of dataset requires a significant amount of time and workforce to maintain its accuracy and 

relevance. 

6.3 Correlation of Camera and Millimeter Wave Radar Data 

Integrating radar and images poses a significant challenge due to their distinct characteristics. One common method 

is releasing the radar point cloud to the image plane and adjusting data through one calibration matrix. Nonetheless, this 

projection frequently leads to bad alignment with the core of the object, which makes it hard to map the radar and image 

information accurately. Nabati and Qi [11] introduced the Radar Proposal Refinement (RPR) network, which aims at 

matching real situations from radar and camera sources. In fact, they deeply improved the alignment process in 

CenterFusion[43] by incorporating detection frames and riser extensions, enabling the accurate mapping of radar data to 

the object's center and resolving overlap issues. Bansal et al. [80] brought forward a presentation named Semantic Point 

Grid (SPG), which combines semantic data from camera graphs with radar point clouds. This allows for the identification 

of radar points that correspond to individual camera pixels. From our perspective, a possible approach to connect radar 

and image data is through attention-driven adaptive threshold correlation. For example, in [81], the RC-PDA technique 

was introduced to eliminate hidden radar echoes and improve the depth map of the radar projections by creating 

confidence levels for these associations. 

Furthermore, the BEV approach is gradually being employed. The BEV approach provides a comprehensive view 

from above, which can overcome the limitations of 2D perception, including occlusion and scaling issues. This considers 

a more detailed comprehension of the surrounding environment and offers a more accurate presentation of vehicle position 

within it. The conversion of data from disparate sensors into a unified BEV view enables the integration of information 

in a more efficient manner, thereby facilitating the provision of more accurate environmental perception. 

6.4 Model Robustness 

A major challenge within the fusion framework is ensuring the stability of the target detection model, especially in 

situations where sensor signals become unreliable or when an autonomous vehicle encounters impaired visibility. While 

many target detection methods focus on precision in standard datasets, there are only a few scenarios where a single 

sensor serves as the sole input. In the case of RadSegNet [80], the SPG coding method autonomously extracts information 

from both the camera and radar sources. By translating the semantic information from the camera image into a radar point 

cloud, the SPG coding method relies solely on radar data to ensure reliable functioning in situations where camera input 

may be unreliable. Additionally, incorporating an attention mechanism proves to be an effective strategy for handling 

diverse data from multiple sensors. This system facilitates the integration of characteristics from various modalities and 

aids in the analysis of unprocessed features from a single modality. In our opinion, the unresolved issue lies in establishing 

a cross-channel within the fusion framework to maintain the model's resilience in different scenarios, underscoring the 

need for further investigation and the development of solutions. 

7. CONCLUSION 

The article explores the growing interest in camera-MMW radar fusion as a cost-effective and all-weather solution for 

smart transportation and autonomous driving technologies. It provides an overview and analysis of research on radar-

camera fusion in target detection tasks. The paper examines the importance of combining radar and camera technology 

in the perception of self-driving vehicles, beginning with fundamental concepts of radar and camera detection. Various 

fusion methods are thoroughly studied, and their advantages and disadvantages are discussed. Drawing from existing 

datasets and methods for MMW radar-camera fusion, this text examines the key issues of the widely-used BEV perception 

fusion and multimodal fusion and proposes potential research directions. Radar-camera integration now leans towards 

data formats that offer detailed information. Representations, including ADC signals and radar tensors, provide additional 

raw data, facilitating multimodal fusion. However, the latest 4D radar sensors produce more compact point clouds, 

improve resolution, and include altitude data, offering broader insights for self-driving vehicles. Notably, the purpose of 

this survey is to provide comprehensive instruction for researchers and practitioners to foster valuable insights into radar-

camera integration. 
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