Comparison of recurrent neural network and long-short term memory technique in predicting mortality rate in Malaysia
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ABSTRACT – The Disease Control Division, Ministry of Health states that mortality data are a crucial tool for examining a community's health. Several studies have been conducted on developing a predictive model to predict the mortality rate but most of them are applying the standard machine learning models. Hence, this study is conducted with its main objective to develop the Recurrent Neural Network (RNN) and Long-Short Term Memory (LSTM) models in predicting the general mortality rate in Malaysia and compare the predicted mortality rates between data with and without post-pandemic statistics. The death rate was investigated using the 2022 Revision of World Population Prospects, the twenty-seventh edition of official United Nations population estimates and projections issued by the Population Division of the United Nations Secretariat's Department of Economic and Social Affairs. A Z-test was employed to investigate if the 2021 and 2022 mortality rates bring any significant difference to the predicted mortality rates. The findings confirm the superiority of the LSTM model in accurately predicting mortality rates compared to RNN with the inclusion of post-pandemic data did not significantly affect the model's predictions. Overall, this study contributes to the understanding of Malaysian mortality rates and provides a foundation for future investigations in this field. The accuracy in predicting the future mortality rates, particularly in pandemic scenarios, remains challenging and requires further research.

INTRODUCTION

Mortality rate, commonly referred to as the rate of death, is a measurement of the number of fatalities in a particular population during a specific period of time, according to the Centres for Disease Control and Prevention in 2019. It is often calculated as the death rate per 1,000 persons annually. Population decrease is a possibility in nations with high mortality rates and low rates of reproduction and birth. Death rates vary widely between nations, with wealthy nations often having a lower death rate than developing nations, which have less developed healthcare infrastructure and networks [1].

The Disease Control Division, Ministry of Health in 2016 states that uses of mortality data are a crucial tool for examining a community's health. In the realm of public health, it is frequently used as a pillar in the development of health programmes and policies to prevent or reduce early death and enhance quality of life. The mortality statistics are also useful in identifying health disparities among different population groupings. Mortality data are also used to evaluate the success of healthcare interventions in addition to shaping public health policies and initiatives. The data, for example, can be used to assess the impact of new medical treatments and technology, as well as to identify emergent health hazards that require focused actions. For successful public health planning and decision-making, accurate and reliable mortality data is required. Malaysia is constantly working to enhance the quality and completeness of mortality data, particularly through implementing electronic death registration systems and developing standardised reporting protocols.

Lim et al. [2] stated that age, social level, lifestyle factors, environmental factors, infectious diseases, genetics, healthcare access, and healthcare quality can all have an impact on a country's death rate. These factors are interrelated and can interact to influence mortality rate. Understanding these variables is essential to developing successful public health policies and interventions targeted at lowering mortality rates and improving health outcomes. However, there is another variable that affecting mortality rates which is COVID-19 pandemic. The COVID-19 pandemic, also known as the Coronavirus pandemic, is a global pandemic caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The novel virus was discovered in December 2019 during an outbreak in Wuhan, China. Attempts to contain the virus failed, allowing it to spread to other parts of Asia and then worldwide. On 30 January 2020, the World Health Organization (WHO) declared the outbreak a public health emergency of international concern, and on 11 March 2020, it was declared...
a pandemic. The pandemic had caused more than 626 million cases and 6.56 million confirmed deaths as of October 27, 2022, making it one of the deadliest in history [3].

Based on WHO COVID-19 statistics in Malaysia [3] there were 4,887,675 confirmed cases of COVID-19 starting from 3 January 2020 to 28 October 2022, with 36,458 deaths. Following high COVID-19 vaccination rates in the adult population and a decrease in the number of severe cases since September 2021, Malaysia announced its intention to treat COVID-19 as an endemic disease by the end of October 2021, with more generalized restrictions eased. A fifth wave fuelled by the Omicron variant resulted in daily cases in February and March 2022, but with fewer hospitalizations and deaths than during the Delta variant’s spread. SARS-CoV-2, like all viruses, evolves over time. Most changes have little effect on the virus’s properties. Some changes, however, may have an impact on the virus’s properties, such as how easily it spreads, the severity of the associated disease, or the performance of vaccines, therapeutic medicines, diagnostic tools, or other public health and social measures [3]. As of October 31st, 2022, Malaysia experienced a small wave of COVID-19 cases following the discovery of the Omicron XBB sub-variant in the country which led to a 16.5% increase in the number of new cases from the previous week [4]. With the virus's constant evolution, there is belief that mortality rate of Malaysians would see a significant change.

Recurrent Neural Network (RNN) model with Long Short-Term Memory (LSTM) were developed in 1997 as a remedy for the vanishing gradient issue that plagued conventional RNNs. Input, forget, and output gates are connected to a memory cell in LSTMs, which enables them to process and retain information for extended periods of time. Applications for LSTMs include time series analysis, image captioning, natural language processing, voice recognition, and more [5]. For instance, LSTMs are used in language modelling to forecast the likelihood of a word sequence in a sentence or document [6]. Additionally, they are used in voice recognition to convert speech to text, enabling more accurate transcription of audio data [7]. Time series analysis use LSTMs to predict future values of data, including stock prices, weather information, and traffic patterns [8]. This study was conducted to explore the principles and capabilities of RNN and LSTM as applied to mortality rate prediction. Overall, the stage for the study's focus is on predicting mortality rates in Malaysia using advanced techniques.

**LITERATURE REVIEW**

As machine learning becomes increasingly prevalent, it is crucial to comprehend the fundamental distinctions between supervised and unsupervised learning. These two approaches are utilized in machine learning models. Supervised learning requires labeled input and output data during the training phase. It can be employed as a predictive model to classify unknown data into predetermined categories and forecast future trends and changes. On the other hand, unsupervised learning involves training models on unlabeled data and is commonly used to uncover relationships between datasets.

Agarwal and Dutta [9] conducted a study that employed various machine learning techniques to perform a comparative real-time predictive analysis of the mortality rate following COVID-19 vaccination, the number of confirmed COVID-19 cases, and the future number of vaccine doses to be administered. The study extended the prediction timeline until March 2022. The researchers utilized deep learning models such as recurrent neural networks (RNN), long short-term memory (LSTM), and convolutional neural networks (CNN) in their analysis to predict mortality rates based on the number of vaccine doses administered. Initially, the time series dataset of confirmed active cases, death cases, and vaccine doses was transformed into a supervised learning format. Subsequently, different deep learning models were trained and compared using the transformed dataset. The prediction analysis focused solely on the most recent COVID-19 Delta variant infection cases. The mean square error was used as the loss function, and the Root Mean Square Propagation optimizer was employed to optimize the models during training. The parameters of the deep learning models were optimized using grid search. Results from the study showed that the CNN model has demonstrated superior predictive capabilities compared to the other two models. According to Agarwal and Dutta [9], the CNN model has shown favorable predictions, indicating a decrease in the mortality rate and the rate of COVID-19 infections as the number of vaccine doses administered increases. The mortality rate and the rate of people affected by the virus are projected to be 15.53% and 24.67%, respectively.

A study conducted by Xiao [10] aimed to forecast the mortality rate of COVID-19 patients using a dataset from the Centers for Disease Control and Prevention (CDC). This dataset encompassed cases reported between December 31, 2019, and December 1, 2020, and included various attributes such as age groups, case demographics, hospitalization status, and intensive care unit (ICU) admission. The study employed five machine learning models, including logistic regression, decision trees, neural networks, and Light Gradient Boosting Machines (Light GBM), to accurately predict the probability of death for COVID-19 patients. This study revealed that elderly individuals, particularly those over 80 years old, faced the highest risk of death due to COVID-19, followed by the age group between 70 and 79. Conversely, the risk of death was comparatively lower for younger age groups. Additionally, among ethnicities, Asians and non-Hispanics, as well as Blacks and non-Hispanics, exhibited the highest death rates. To evaluate the models’ performance, the average Area Under the Receiver Operating Characteristics (AUROC) score was utilized. The Artificial Neural Network (ANN) model outperformed the others, achieving a remarkable average AUROC score of 96.16%. The ANN model employed 16 neurons in the first visible layer and processed 100 samples in each batch. The Light GBM model provided insights into the importance of various features and dummy variables, highlighting patients over 80 as the most crucial factor, followed by the age group between 70 and 79. The model also identified previous hospitalization as a significant predictor. The best-performing Light GBM model attained a 95.780% AUROC accuracy rate using 20 leaves and 100 samples for the minimum leaf count. The decision tree model offered a clear and visually interpretable tree-like
structure. Among the decision tree models, the one with 500 samples per internal node and a maximum tree depth of 15 achieved the highest average AUROC accuracy score of 96.057%. Logistic regression, being quick to train and less prone to overfitting, presented an easily manipulable and interpretable model. The best average AUROC accuracy obtained with logistic regression was 95.999%.

A research study conducted by Hong et al. [11] in 2020 focused on predicting mortality rates in Malaysia using three hybrid Lee-Carter (LC) models: LC-ARIMA, LC-Artificial Neural Network (LC-ANN), and LC-Random Forest (LC-RF). The study compared these models based on error metrics such as mean absolute percentage error (MAPE), root mean square error (RMSE), and absolute forecast error (AFE). Historical mortality data from 2000 to 2016 for Malaysia were obtained from the World Health Organization (WHO). The LC-ANN model performed the best in predicting mortality rates for males, while the LC-ARIMA model was the most effective for females in Malaysia. These findings provided valuable insights for predicting mortality rates in Malaysia and could contribute to the development of more efficient risk prevention and management systems in the life insurance industry. The study also identified the LC-ARIMA model as the best forecasting model for countries with longer life expectancy and good healthcare systems, such as Sweden, Ireland, Japan, Hong Kong, Norway, Switzerland, and Czechia. On the other hand, the LC-ANN model showed better performance in countries with less efficient healthcare systems, limited accessibility, lower coverage, and higher prevalence of risky behaviors like alcohol and tobacco consumption. The study made significant contributions by developing and analyzing the LC-RF model, applying and comparing the three hybrid models across multiple countries, and examining factors influencing the trend of change in mortality rates, including life expectancy, healthcare system quality, environmental cleanliness, income levels, personal behaviors, and dietary preferences. Additionally, the study analyzed factors affecting mortality rates in Malaysia, highlighting a concerning increase in the 15-24 age group due to high suicide ideation among male youths. These findings can be valuable for government agencies and NGOs responsible for youth well-being and empowerment, enabling them to take necessary actions to reduce suicide rates and increase life expectancy among Malaysian youths.

Another study conducted by Adegbosin et al. [12] aimed to explore the effectiveness of machine learning (ML) techniques in predicting under-five mortality (U5M) in low-income and middle-income countries (LMICs) and identify significant predictors of U5M. The researchers analyzed data from the Demographic and Health Survey, specifically focusing on 34 LMICs, which included a total of 1,520,018 children from 956,995 unique households. The primary outcome measure was U5M, and the study also compared the efficacy of different deep learning algorithms: deep neural network (DNN), convolutional neural network (CNN), and hybrid CNN-DNN with logistic regression (LR) for predicting child survival. The results revealed several significant predictors of U5M, including the duration of breastfeeding, the number of antenatal visits, household wealth index, postnatal care, and maternal education level. These variables were found to have a substantial impact on under-five mortality rates in LMICs. Furthermore, the study demonstrated that deep learning techniques outperformed logistic regression in predicting child survival. A comparative analysis of different models was conducted to assess their performance before feature selection. The results revealed that the hybrid CNN-DNN model outperformed all other models in terms of all metrics, while logistic regression (LR) performed the worst. Interestingly, feature selection did not lead to an improvement in LR's performance. However, for all deep learning models, feature selection resulted in a performance gain. The CNN-DNN model showed the most significant performance gain with a sensitivity of 0.71 and specificity of 0.83. Both before and after feature selection, the CNN-DNN model outperformed other classifiers. In contrast, LR had a sensitivity of 0.47 and specificity of 0.53, DNN had a sensitivity of 0.69 and specificity of 0.83, CNN had a sensitivity of 0.68 and specificity of 0.83, and the hybrid CNN-DNN model had a sensitivity of 0.71 and specificity of 0.83. Overall, this study provides valuable insights into the factors influencing under-five mortality in low- and middle-income countries (LMICs). It highlights the superior predictive capabilities of deep learning models compared to traditional approaches like logistic regression, offering significant potential for improving child health outcomes in LMICs.

Finally, a study by Elfassihi and Boumezoued [13] aimed to forecast future mortality by comparing the output forecasts of traditional stochastic mortality models with those of machine learning techniques, specifically neural networks and random forests. The researchers obtained data from the Human Mortality Database (HMD), a collaboration between the Max Planck Institute for Demographic Research and the University of California at Berkeley. The dataset covered the years 1950 to 2016 and was split into training and test sets. The first split included data from 1950 to 1990 for training and data from 1991 to 1999 for testing. The second split used data from 1950 to 1999 for training and data from 2000 to 2016 for testing. Stochastic models, such as the Lee-Carter model and the Age-Period-Cohort (APC) model, were employed in this study. The mean squared error (MSE) was used as the error metric for assessing the estimated mortality force. Results from this study demonstrated that the machine learning approaches yielded significantly lower errors compared to the stochastic models for both split scenarios. In contrast to the two baseline mortality models, the random forest method demonstrates a significant improvement in error reduction. Therefore, despite its greater complexity in implementation and interpretation, these algorithms possess the ability to acquire knowledge from data and provide more precise predictions of future death rates for HMD countries compared to conventional mortality models.

**METHODOLOGY**

This study started with collected relevant data, then move on to data pre-processing, a theoretical discussion on the proposed model structures, and finally statistical analysis for performance evaluation. Figure 1 depicts the overall flow of the research process.
Figure 1. Research framework

Data source and collection for this study were retrieved from Population Division of the United Nations Secretariat’s Department of Economic and Social Affairs. The data includes population estimates for 237 nations or territories from 1950 to the present, backed up by historical demographic patterns evaluations. Because the focus of this study is on Malaysian mortality trends, only Malaysian cases were extracted and used. The dataset has two columns and 74 rows. The two columns represent the years and the number of deaths per 1000 people in that year. The year column ranges from 1950 to 2022.

It is essential to do data pre-processing before feeding it into the model. In data pre-processing phase, several processes were performed including handling missing values, managing categorical variables, dataset splitting, and feature scaling. Next, for modelling, recurrent neural networks (RNN) and Long-Short Term Memory (LSTM) were used in this study. RNN is a form of artificial neural network that is used to analyse time series or sequential data. RNNs, unlike feedforward neural networks, feature connections that allow information to be transmitted from prior steps of the sequence to the present step, allowing them to exhibit temporal dynamics and capture dependencies across time. The capacity of an RNN to maintain an internal state or memory that captures information from earlier inputs is its defining feature. As the network processes each new input in the sequence, this memory is updated and passed forward. Each step's output is influenced not just by the current input but also by the network's prior states, allowing it to learn and recognise patterns in sequential data.

The recurrent unit is the fundamental building piece of an RNN, and it typically comprises of a hidden state and an activation function. The hidden state reflects the network's memory or context at a particular time step, and the activation function governs how the input and previous state are combined to form the output. Figure 2 shows an unrolled RNN.

Figure 2. Unrolled Recurrent Neural Network [14]

In this scenario, a specific section of a neural network, referred to as $A$, examines an input $x_t$ and generates an output value $h_t$. The inclusion of a loop facilitates the transfer of information from one network step to the following step. The
sequential structure of RNN indicates their strong connection to sequences and lists, making them the ideal neural network architecture for handling such data.

Classic RNNs often encounter difficulties in capturing long-term dependencies due to the vanishing or exploding gradient problem. To address this issue, several improved RNN architectures have been developed. One popular variation is the LSTM network, which incorporates gated memory cells and additional connections to control the information flow. These gates control the manipulation of information within the cell state, which acts as the primary pathway for information in an LSTM. An LSTM consists of three types of gates: the forget gate determines the extent to which the previous cell state should be ignored, the input gate determines the amount by which the new input should modify the cell state, and the output gate determines how much of the current cell state should be added to the current hidden state. A visual representation of an unrolled LSTM, showcasing the computation of the hidden state, can be seen in Figure 3.

![Figure 3. An unrolled LSTM depicting how the hidden state is calculated](image)

The provided illustration shows a diagram where each line carries a whole vector from one node's output to other nodes' inputs. The pink circles denote pointwise operations such as vector addition, while the yellow boxes represent trained neural network layers. The merging lines indicate concatenation, whereas the forking lines signify the duplication of content being sent to multiple destinations. The gates are formulated as follows:

\[
\begin{align*}
    f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \tag{1} \\
    i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \tag{2} \\
    o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \tag{3}
\end{align*}
\]

where the variables and function are:

- \(x_t\) is the input vector at time step \(t\),
- \(h_t\) is the hidden state at time step \(t\),
- \(h_{t-1}\) is the hidden state at the previous time step,
- \(W_f, W_i, W_o\) are weight matrices for each gate,
- \(b_f, b_i, b_o\) are bias vectors for each gate,
- \(\sigma\) is the activation functions.

The current cell state is modified by multiplying the output of the forget gate with the previous cell state and adding it to the previous hidden state obtained from the input gate. At each time step, two calculations are performed to generate the output:

\[
\begin{align*}
    C_t &= f_t \cdot C_{t-1} + i_t \cdot \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \tag{4} \\
    h_t &= o_t \cdot \tanh(C_t) \tag{5}
\end{align*}
\]

where \(C_t\) is the cell state, which is the raw candidate value, \(h_t\) is the preceding timestep's memory which is the final output after passing the candidate value via a tanh activation and then dotting an output gate, \(W_c\) is the weight matrices for the cell state while \(b_c\) is the bias vector for the cell state.

Both models were then compiled with the mean squared error loss function and the Adam optimizer. According to Kingma and Ba [15], the Adam (Adaptive Moment Estimation) optimizer is a deep learning technique that modifies the model's learnable parameters to increase the accuracy of neural networks. The optimizer has an adaptable learning rate and moment estimation capabilities. The popular stochastic gradient descent process, which is used to update the weights of a neural network, is extended by this method. Adam can improve performance and speed convergence by examining the past gradients to modify the learning rate for each parameter in real-time. It is employed because it is one of the most widely used optimisation algorithms.

Finally, the performance of the proposed model was evaluated by using several commonly used statistical assessment criteria such as R-squared, mean squared error (MSE), root mean squared error (RMSE), and mean absolute error (MAE).
RESULTS AND DISCUSSION

The findings of this research are discussed in this section. Various statistical studies were carried out to better understand the link between the dataset’s years and death rates. Table 1 shows the mean, standard deviation, minimum, and maximum values for the mortality rate column which were computed using simple descriptive statistics.

<table>
<thead>
<tr>
<th>Table 1. Descriptive statistics of the mortality rate column</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
</tr>
<tr>
<td><strong>Standard deviation</strong></td>
</tr>
<tr>
<td><strong>Minimum value</strong></td>
</tr>
<tr>
<td><strong>Maximum value:</strong></td>
</tr>
</tbody>
</table>

In the mortality rate column, the number and percentage of missing values were calculated. There were no missing values found in the dataset. In this case, all 73 mortality rates from the year 1950 to 2022 were available for analysis. The mean value of 6.3767 suggests that, on average, the mortality rate is around 6.4. A higher standard deviation of 3.1766 indicates that the mortality rates vary more widely from the mean. In other words, the mortality rates are more spread out across the dataset. The lowest mortality rate achieved over the span of 74 years is 4.49 which was in the year 2003. The highest rate ever recorded was 16.407 in the year 1950. According to WHO, infectious illnesses were major causes of death in several nations, including Malaysia, throughout the 1950s. Illnesses such as pneumonia, tuberculosis, gastrointestinal infections, malaria, and other infectious illnesses were common causes of mortality during that period. Malnutrition and complications of labor were also common causes of death in some areas.

To understand the patterns or changes in the mortality rates over time, the trend of mortality rates over the years was visualized using a line plot. Figure 4 shows the mortality rate over the years.

![Figure 4. Mortality rate over the years](image)

There is a general trend of decreasing mortality rates over time. The mortality rate has steadily declined from 16.407 in 1950 to 5.477 in 2023. In some periods, such as the late 1950s and early 1960s, the mortality rate remained relatively stable. However, this stability was within the context of an overall declining trend. There are some years where the mortality rate showed slight fluctuations such as in the late 1960s and early 1970s. However, the long-term trend still showed a decrease. From 1990 onwards, the annual decrease in mortality rates seemed to slow down, as the rate of decline became more gradual compared to earlier years.

Python was utilized in implementing a time series prediction model using a SimpleRNN (Simple Recurrent Neural Network) in Keras. For the RNN model, the training loss decreases well but the validation loss initially increases slightly and then decreases as seen in Figure 5, it suggests that the model might be overfitting the training data. Overfitting occurs when the model becomes too specialized in capturing the details and noise of the training set, to the point that it performs poorly on unseen data.
The training and validation losses for the LSTM model both decrease over time, as shown in Figure 6, indicating that the model is improving its performance and learning to make better predictions. This is generally a good sign because it indicates that the model generalises effectively to both training and validation data.

The evaluation results are reported in Table 2 below. The mean squared error, root mean squared error, mean absolute error and R-squared score of both RNN and LSTM models were used to evaluate their performance. These metrics provide information about the models' prediction skills.

**Table 2. Evaluation results of the RNN and LSTM model**

<table>
<thead>
<tr>
<th></th>
<th>Recurrent Neural Network (RNN)</th>
<th>Long-Short Term Memory (LSTM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Squared Error (MSE):</td>
<td>0.0253</td>
<td>0.0043</td>
</tr>
<tr>
<td>Root Mean Squared Error (RMSE):</td>
<td>0.1591</td>
<td>0.0653</td>
</tr>
<tr>
<td>Mean Absolute Error (MAE):</td>
<td>0.1563</td>
<td>0.0574</td>
</tr>
<tr>
<td>R-squared Score:</td>
<td>0.5518</td>
<td>0.9392</td>
</tr>
</tbody>
</table>
Based on the results, it can be seen that the LSTM model outperformed the RNN model across all criteria. When compared to the RNN model, the LSTM model had much lower mean squared error (MSE), root mean squared error (RMSE), and mean absolute error (MAE). Furthermore, the R-squared ($R^2$) score of the LSTM model was higher, indicating greater predictive potential. Figure 7 shows the graph of real mortality rates in comparison to the predicted mortality rates of both the LSTM and RNN model.

![Figure 7. Real rate vs Predicted rate of the LSTM and RNN model](image)

From the graph, both models exhibit similar trends in predicting the mortality rate. Both models' predicted values generally follow the shape and direction of the test values. There are, however, significant differences between the two models. The RNN model appears to accurately represent the overall trend of the mortality rate although it consistently underestimates the test values. This can be seen as the orange line (representing the RNN predictions) consistently lying below the blue line (representing the real rate). This observation suggests that the RNN model may struggle to capture the full range of variability in the test values, resulting in conservative predictions.

When compared to the RNN model, the projected values of the LSTM model are substantially closer to the real rate. The green line was further away from the general trend at the start of the graph, but it gradually approaches the test values around the year 2016 and then begins to underestimate the test values, though not as much as the RNN model. The LSTM model captures the patterns and variations in the data more accurately. The LSTM model has a strong ability to accurately approximate the mortality rate. Overall, the observations from the graph suggest that the LSTM model outperforms the RNN model in terms of capturing the patterns and variations present in the test data. Figures 8 and 9 show the LSTM model's predicted mortality rates with 2020 and 2021 rates included and excluded, respectively. Table 2 shows the predicted values for both models.

![Figure 8. Forecasted mortality rates by using dataset with 2021 and 2022 rates](image)
Figure 9. Forecasted mortality rates by using dataset without 2021 and 2022 rates

Table 2. Predicted mortality rates for 10 years using the LSTM model

<table>
<thead>
<tr>
<th></th>
<th>Dataset with 2021 and 2022 rates included</th>
<th>Dataset with 2021 and 2022 rates excluded</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1</td>
<td>5.4677</td>
<td>5.3263</td>
</tr>
<tr>
<td>Year 2</td>
<td>5.4600</td>
<td>5.3415</td>
</tr>
<tr>
<td>Year 3</td>
<td>5.4535</td>
<td>5.3543</td>
</tr>
<tr>
<td>Year 4</td>
<td>5.4481</td>
<td>5.3650</td>
</tr>
<tr>
<td>Year 5</td>
<td>5.4435</td>
<td>5.3739</td>
</tr>
<tr>
<td>Year 6</td>
<td>5.4397</td>
<td>6.3814</td>
</tr>
<tr>
<td>Year 7</td>
<td>5.4364</td>
<td>5.3876</td>
</tr>
<tr>
<td>Year 8</td>
<td>5.4338</td>
<td>5.3928</td>
</tr>
<tr>
<td>Year 9</td>
<td>5.4315</td>
<td>5.3972</td>
</tr>
<tr>
<td>Year 10</td>
<td>5.4296</td>
<td>5.4009</td>
</tr>
</tbody>
</table>

Figure 10 shows the result of the two-sample Z-test comparing the means of two groups which is the predicted mortality rates that used the dataset containing 2021 and 2022 rates hence called “Include” and the predicted mortality rates that used the dataset excluding the 2021 and 2022 mortality rates called “Exclude”.

Figure 10. Two sample Z-test between “Include” and “Exclude”

Since the p-value is 0.9478 which is greater than the level of significance, $\alpha = 0.05$, we fail to reject the null hypothesis. Hence, it can be concluded that the 2021 and 2022 mortality rates do not bring any significant difference to the predicted mortality rates.
CONCLUSION

This study aimed to predict mortality rates in Malaysia using Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM) models and to investigate if post-pandemic mortality rates could affect the models when predicting mortality rates. The research utilized the 2022 Revision of World Population Prospects, extracting a dataset that includes years and the number of deaths per 1000 people in Malaysia data from the United Nations World Population Prospects and employed Python programming with TensorFlow and Keras libraries which were used for model development. The significance of this study lies in its potential to determine if the models could effectively forecast death rates, after which the models may be explored and reviewed further, providing valuable insights to stakeholders. By addressing the gaps identified in previous studies, such as the limited focus on the post-pandemic era and the lack of implementation of the LSTM technique, this research contributes to the analysis of Malaysian mortality rates.

The methodology outlines the research framework, including data collection, preprocessing, model development using RNN and LSTM, and performance evaluation metrics to assess the model's accuracy in predicting mortality rates. Performance evaluation metrics include the R-squared, mean squared error, root mean squared error and mean absolute error. A z-test is also conducted to analyze the significance of differences between mortality rates in 2021 and 2022. The study confirms the LSTM model's superiority over the SimpleRNN in accurately predicting mortality rates. The inclusion of post-pandemic data did not significantly affect the predictions. However, accurately predicting future mortality rates, especially in pandemic scenarios, remains challenging and requires further research. Overall, this study contributes to the understanding of Malaysian mortality rates and provides a foundation for future investigation in this field.

Predicting future mortality rates, especially considering the impact of events like the COVID-19 pandemic, remains challenging. Therefore, further research incorporating additional variables such as living conditions, smoking and drinking habits, and exposure to occupational toxins is necessary to enhance the predictive capabilities of mortality prediction models. Advanced techniques such as the convolutional neural network and Auto Regressive Integrated Moving Average (ARIMA) model could be implemented to forecast future mortality rates using post-pandemic data.
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