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INTRODUCTION 
Marketing segmentation is based on the idea that people are different and therefore require personalized marketing 

strategies. "Buying personal" is a crucial element of marketing strategy, and with the rise of e-commerce platforms and 
online data, there has been a new era of digital existence that allows for a new way of interactions between the customers 
and the retailers, however, it is not practical to define every single person of interest to a potential client individually, so 
a more effective approach is to group people based on common characteristics such as demographics or consumption 
attributes  [1-3]. Customer segmentation can help enterprises provide personalized products and services to different 
consumer groups [4-6], which can ultimately lead to increased customer satisfaction and profitability [7-9]. 

In recent years, a lot of studies have implemented one of the Machine Learning (ML) algorithms, i.e. k-means 
clustering to segment customers associated with RFM (recency, frequency, and monetary value) [10-15] which is usually 
used for creating what is called a “loyalty program” to segment customers into groups based on the score of their 
purchasing behavior [16]. with the help of ML to automate the process of assigning the customer into these groups, k-
means was implemented however the k-means is very sensitive to outliers [10], [17] which may lead to bias in the results. 
a new variant of the k-means clustering algorithm is called ‘weighted k-means” which is used to assign different weights 
for each data point [18-19]. This can be useful in situations where certain data points are more important or relevant than 
others, or where the distance between data points should be weighted differently [18].   

Customer segmentation is a commonly used technique in the retail industry, as it allows companies to tailor their 
marketing efforts to specific groups of customers and better address their needs and preferences [20]. By better 
understanding their customers, retailers can improve customer loyalty, retention, and overall profitability [21]. utilizing 
weighted k-means clustering to identify customer segments and assess the performance of this approach in comparison 
to traditional k-means clustering. The results of this study have significant implications for the online retail industry and 
provide valuable insights for the effective implementation of customer segmentation strategies. By utilizing these 
techniques, retailers can gain a deeper understanding of their customers, create more personalized marketing campaigns, 
and improve customer engagement, retention, and sales [13], [21]. 

In this paper, a study has been conducted on the customer segmentation efforts of an online retailer. The purpose of 
this study is to better understand the characteristics, behaviors, and needs of the retailer's customers to identify meaningful 
segments and develop targeted marketing and engagement strategies Given the intense competition and rapidly evolving 
market faced by online retailers in London, it is crucial for them to adapt to changing customer preferences and demands 
continuously. Effective customer segmentation, which involves dividing customers into smaller groups based on shared 
characteristics, is one way to achieve this. Therefore, this study aims to showcase the effectiveness of using RFM analysis 
and weighted K-means in customer segmentation for online retailers in the United Kingdom to better aligned with 
customer needs and make a personalized experience for them. 

The dataset utilized in this study was obtained from the UCI Machine Learning Repository Centre for Machine 
Learning and Intelligent Systems and pertains to online transactions from an online retail company based in London, 
United Kingdom. Specifically, the dataset consists of records of online transactions occurring between December 1st, 

ABSTRACT – In recent years, there has been a significant trend toward data-driven enterprises in 
the business world. This trend is exemplified by the frustration reported by 74% of customers when 
they encounter ads that are not relevant to them, as reported by Infosys. This emphasizes the 
importance of personalization in marketing efforts. In order to effectively personalize marketing 
efforts, businesses often track and analyse the actions of consumers when they interact with 
websites or click on ads. However, creating completely personalized content for every individual is 
not practical due to the vast number of people and limited resources and time. In this study, a new 
approach has been used to segment customers based on the combination of RFM analysis and 
weighted k-means clustering to help an online retailer better target its customers. The results with 
weighted k-means are significantly higher with a silhouette score of 0.40 compared to 0.30 of the 
traditional k-means. 



Serwah et al. │ Data Analytics and Applied Mathematics │ Vol. 4, Issue 1 (2023) 

2 journal.ump.edu.my/daam ◄ 

2010, and December 9th, 2011. The dataset is comprised of 8 distinct features and contains a total of 541,909 records. It 
is worth noting that this dataset has been publicly available since 2015. 

Table 1. Data with description 
      Name of 

the features Description 

Invoice Invoice number. Nominal. A 6-digit integral number is uniquely assigned to each transaction. 
If this code starts with the letter ‘c,’ it indicates a cancellation. 

StockCode A 5-digit integral number is uniquely assigned to each distinct product. 
Description Description of every project. 
Quantity The quantities of each product (item) per transaction. 
InvoiceDate Invoice date and time. The day and time when a transaction was generated. 
UnitPrice Product price per unit in sterling (Â£). 
CustomerID Customer number. A 5-digit integral number is uniquely assigned to each customer. 
Country Customer number. A 5-digit integral number is uniquely assigned to each customer. 

METHODOLOGY 

Figure 1. Model workflow 

The sequence diagram represents the steps involved in analysing and interpreting data. The process begins with the 
input of raw data, which is cleaned and preprocessed using techniques such as log transformation and standard scaling. 
The preprocessed data is then fed into a machine-learning model, consisting of K-means clustering and weighted K-
means, which groups the data into clusters based on similarity. The model is evaluated using the silhouette score and 
business logic, and the output is generated based on the results of this evaluation. This output could be a set of 
recommendations, a prediction, or some other form of analysis. 

Data cleaning 

The ‘invoice’ column has more than 16% canceled orders which can bias the final results can be due to several reasons 
one of them being the orders can be canceled due to the weather conditions or the shipping process hence the choice of 
dropping the null values has been implemented  

Data pre-processing 

After cleaning the data, the next major workflow is RFM analysis, to conduct the RFM analysis further data 
manipulation is needed to be performed.  

RFM analysis is the process of dividing customers by calculating three metrics 

Output 
Analysis and recommendation 

Model Evaultation 
Silhouette score and business logic 

Machine Learning Alogrithms 
K-means and weighted k-means

Data Pre-Processing 
Log transformation and standard scaling 

Inital Data Cleaning 
Removing nulls, duplicates etc..

Data Gathering 
Data gathering from the source 
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• Recency: How recently did the customer make a purchase? Customers who have made a purchase recently
are more valuable than those who made a purchase a long time ago.

• Frequency: How often does the customer make a purchase? Customers who make more frequent
purchases are more valuable than those who make infrequent purchases.

• Monetary value: How much does the customer spend per purchase? Customers who spend more per
purchase are more valuable than those who spend less [15], [22].

Figure 2. RFM with tier segment 

Data Pre-processing for RFM clustered normally based model   

After the initial data cleaning, weighted k-means have a few assumptions that must be met to significant results the 
most important assumption is the data to in a normal distribution form “mean of 1 and a standard deviation is 0” 
“Monetary value” is influenced by the outliers so this provokes the assumption. 

Data scaling using the Sklearn standard scaler can help to ensure that features are on the same scale and that there is 
no bias introduced by one feature having a much larger scale than the others [8]. 

𝑛𝑛𝑛𝑛 log() (1) 

The natural logarithm is the base-e logarithm, where e is the mathematical constant approximately equal to 2.71828. 

RFM clustered-based model  

The objective of this study is to utilize the K-means clustering algorithm on a pre-processed dataset to determine if the 
data can be meaningfully divided into distinct segments based on recency, frequency, and monetary values. The K-means 
algorithm operates by calculating the Euclidean distance between points in the dataset. 

𝑑𝑑 = �[(𝑥𝑥2 − 𝑥𝑥1)2 + (𝑦𝑦2 − 𝑦𝑦1)2] (2) 

Table 2. K-means clustering steps [5], [11], [22] 
K-means clustering steps

1. Choose the number of clusters, k, that you want to generate.
2. Select k random points as the initial centroids for each cluster.
3. Assign each data point to the closest centroid, forming k clusters.
4. Calculate the mean of the points in each cluster and use it as the new centroid for that cluster.
5. Reassign each data point to the closest new centroid.
6. Repeat Steps 4 and 5 until the centroids do not change or a predetermined number of iterations is reached.
7. The final clusters are the clusters that are formed after the centroids stop changing.

weighted Euclidean distance measure used in the weighted k-means algorithm. 

𝐷𝐷(𝑥𝑥, 𝑐𝑐) = �[𝑤𝑤1(𝑥𝑥1 − 𝑐𝑐1)2 + 𝑤𝑤2(𝑥𝑥2 − 𝑐𝑐2)2 + ⋯+ 𝑤𝑤𝑛𝑛(𝑥𝑥𝑛𝑛 − 𝑐𝑐𝑛𝑛)2] (3)
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Table 3. Weighted k-means clustering steps [18-19] 
Weighted k-means clustering steps 

1. Choose the number of clusters K that is optimal for the business
2. Select k random points as the initial centroids for each cluster.
3. Assign each data point to the closest centroid, forming k clusters.
4. Calculate the mean of the points in each cluster and use it as the new centroid for that cluster.
5. Calculate the weights for each data point based on its distance from the centroid. The weight for each

data point is inversely proportional to the distance from the centroid.
6. Reassign each data point to the closest new centroid using the weights calculated in Step 5.
7. Repeat Steps 4-6 until the centroids do not change or a predetermined number of iterations is reached.
8. The final clusters are the clusters that are formed after the centroids stop changing.

RESULTS AND DISCUSSION 
The results of the comparison between weighted k-means and traditional k-means indicate that weighted k-means 

perform better in terms of silhouette score. This measure of cluster quality reflects the degree of coherence and 
compactness within each cluster, and a higher silhouette score suggests a higher level of similarity among the points 
within each cluster. In this study, the frequency of purchases was identified as the most important factor in determining 
the clusters, with customers who bought more frequently being assigned higher weights. This suggests that the level of 
loyalty to the online retailer can be effectively measured by the frequency of purchases, as customers who buy more often 
may be considered more loyal. These findings have significant implications for customer segmentation and loyalty 
analysis in the online retail industry, as they suggest that targeting customers based on their frequency of purchases may 
be a more effective strategy for improving customer retention and loyalty. 

Based on the RFM analysis and applying the weighted k-means clustering the customers were divided into three 
clusters cluster 0 which represents the customer with medium frequency and monetary value to the and recency on 
average, cluster 1 which represents the loyal customers class 2 represents the customers that at risk for churning.  

Figure 3. RFM cluster-based method 

With 40% cluster 0 which represents the customer’s medium value, the goal for the retailer is to convert them to be 
in cluster 1 which represents the “loyal customers” that can be done with personalized offers by analysing their purchasing 
behaviour.  

 The comparison between traditional k-means and weighted k-means in this study showed that weighted k-means had 
a higher silhouette score of 0.40 compared to 0.3 for traditional k-means. This suggests that the clusters formed by 
weighted k-means are more coherent and compact, indicating a higher level of similarity within each cluster. It is worth 
noting that the performance of traditional k-means may be affected by the presence of outliers, as these points can 
significantly influence the position of the centroids and the formation of the clusters. In contrast, the use of weights in 
weighted k-means allows for the influence of these points to be mitigated, resulting in more robust and stable clusters. 
The decision to assign higher weights to the recency of buying in this study was based on the business logic that customers 
who buy recently are more valuable to the retailer as the products and the services remain in their minds. The improved 
performance of weighted k-means in this study supports this assumption and suggests that the use of weighted k-means 
may be a more effective approach for customer segmentation and loyalty analysis in online retailers and the e-commerce 
industry. 
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Figure 4. Traditional k-means Figure 5. Weighted k-means 

CONCLUSION 
Customer segmentation can be a very challenging task, as it involves identifying and understanding the different 

characteristics, behaviours, and needs of customers to group them into meaningful segments. This process requires careful 
analysis of customer data and the use of appropriate techniques and tools to accurately identify and differentiate between 
different segments. 

Customers can be divided into three categories based on the results of RFM analysis: "Need attention," "Loyal 
customers," and "At risk." The "Need attention" group is more likely to leave the retailer and search for alternatives. The 
"Loyal customers" group is highly loyal to the retailer, characterized by more frequent purchases and more recent 
transactions. "Fewer days" between transactions indicate a higher value for the retailer. The goal for the retailer is to 
convert the "Need attention" group into "Loyal customers" and prevent them from becoming "At risk." The objective is 
to retain the loyalty of these customers through targeted marketing efforts. 

Two ML algorithms are used in this study k-means and weighted k-means.  K-means clustering is a popular 
unsupervised machine-learning technique used to group similar data points into clusters. In the context of customer 
segmentation, k-means clustering can be used to group customers with similar purchase behaviors into different segments. 
The technique works by iteratively assigning data points to clusters based on their similarity in a given feature space and 
adjusting the cluster centroids until convergence is reached.  

Weighted k-means clustering is a variation of the k-means clustering technique that assigns different weights to each 
variable in the clustering analysis. In the context of customer segmentation, weighted k-means clustering can be used to 
assign different weights to the three RFM factors based on the business's priorities and goals. By assigning different 
weights, businesses can adjust the clustering analysis to focus on the factors that are most relevant to their business goals 
the most significant factor considered in this study and utilized in the weighted k-means model is the frequency of 
customer purchases. 

Based on the comparison between weighted RFM and traditional k-means, it can be concluded that weighted RFM 
performs better with a silhouette score of 0.40 compared to the silhouette score of 0.3 for k-means. This suggests that the 
clusters formed by weighted RFM are more coherent and compact, leading to a higher silhouette score. Therefore, 
weighted RFM can be considered a more effective clustering method in this particular case due to that the frequency of 
purchases is considered the most significant factor in the weighted k-means model as it provides a reliable indicator of 
customer loyalty. Customers who make frequent purchases are more likely to be loyal to the retailer, and as such, are 
more valuable to the business. Therefore, by clustering customers based on their purchase frequency, the retailer can 
identify and target those who are at risk of leaving and focus on retaining their loyalty through targeted marketing 
campaigns. 

The study faces some limitations, primarily stemming from the presence of outliers in the data collected. Specifically, 
certain transactions in the dataset exhibit anomalous values for the monetary values, which may have negatively impacted 
the performance of the RFM model and clustering algorithm. Additionally, the dataset used in this study is limited to 
sales data from the United Kingdom, which may not be representative of other countries due to differences in lifestyle 
and consumer preferences. Furthermore, the absence of certain key demographic variables, such as customer age, may 
have influenced the clustering approach. it is important to note that the most significant factor considered in this study 
and utilized in the weighted k-means model is the frequency of customer purchases, although other businesses may choose 
to prioritize different factors, it is worth noting that the primary objective of this study is to explore and identify an optimal 
model for forecasting, and as such, it is classified as an exploratory study, rather than a confirmatory study.  
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