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ABSTRACT – Risk management and market losses prediction played a vital role in the financial sector. Value-at-Risk (VaR) is one of the effective measures for financial risk management. This research studies three mobile phone companies which are Apple Inc, Google Inc and Microsoft Corporation. The stocks of these companies are listed under the National Association of Securities Dealers Automated Quotations stock exchange (NASDAQ). The Value-at-Risk is evaluated by using two non-parametric methods and four parametric methods. Two non-parametric methods used are the basic historical method and age-weighted historical method, while the four parametric methods are normal distribution, student’s t-distribution, generalized extreme value distribution, and variance gamma distribution. Shapiro-Wilk normality test indicates that the return series of the selected companies are not normally distributed. This study found that, at 95% confidence level, the risks of the selected stocks are different for each method, and the stock of Microsoft Corporation is the least risky stock as it gives the lowest VaR. Through the conditional coverage test, this study founds that the age-weighted historical method overestimated the VaR. In addition, this study also concludes that the basic historical method, generalized extreme value distribution and variance gamma distribution are superior to other methods in the backtesting procedure.

INTRODUCTION

Mobile phone is a familiar gadget to everyone. According to an IT education site, Techopedia, mobile phone is a wireless handset that enables users to communicate with each other through calls and messages. After undergoing great changes and innovation, mobile phones have gradually converged from simple to smart. Noh et al. [1] claimed that mobile phones not only have the function of calling, but also integrates the function of camera, music player, internet connection and so on.

In this fast-paced era, mobile phone is widely used as a communication gadget among society, and it has become an inherent part of our daily life. Wilde and de Haan [2] stated that 90% of the Western Europe population are accessible to mobile phones, and in Asian countries such as China and India, the penetration rate of mobile phones has increased exponentially. According to a study in Statista [3], in 2020, smartphone vendors sold around 1.38 billion smartphone worldwide and 46.5 percent of world’s total population owned a smart device.

With the development of technology, the competition among mobile phone industry has become intensive and aggressive. As evidence, there was an interesting shift in terms of the big dealers in the mobile market over these few years. According to Giachetti and Marchi [4], Motorola has been the leading mobile phone’s vendor since 1994. However, Nokia overtook its position in 1997. Nokia maintains its position from 1997 to 2011, while Samsung gained a leading position at the end of 2011. There was a shift that occurred again in 2018. In the past seven years, Apple and Samsung were the top two distributors of smartphones, with Samsung ranking first and Apple ranking second. However, in the second quarter of 2018, Huawei was placed between them. China is the largest smartphone market in the world. The popular brands such as Mi, RedMi, Oppo, and Huawei crushed the sales of Samsung’s brand, which has additionally been influenced by strain between China and Korea. This opened an opportunity for Apple, and Apple's iPhone took the lead with 24.79% sales volume, followed by Huawei with 23.02%, Xiaomi with 11.09% and OPPO with 11.04%. As for Malaysia, it is estimated that the number of smartphone users in Malaysia will reach 29 million in 2021. According to the data of Statcounter GlobalStats website [5], from August 2020 until August 2021, the market share of Apple's mobile manufacturers in Malaysia was 23.85%, Samsung's was 17.63%, and Huawei's was 17.2%.

Due to the fierce competition in the mobile phone market, investors have great risks in investing in smartphone stock. Therefore, risk analysts pay more and more attention to studying the risks of stock market. Prior to this, it is of great significance for investors to understand capital asset pricing model (CAPM) for studying the relationship between systematic risk and expected return of assets, especially stocks. Since a certain degree of risk will always exist no matter how investors diversify their investment, investors will always estimate the return rate that balance the risk. Hence, CAPM is used to calculate the risk of investment and the expected return on the investment made by the investor. According to Balvers [6], "CAPM is the most popular model of the determination of expected returns on securities and other financial assets. It is considered to be an asset pricing model since, for a given exogenous expected payoff, the asset price can be backed up once the expected return is determined. Additionally, the expected return derived within the CAPM or any
other asset pricing model may be used to discount future cash flows.” Bodie et al. [7] further described CAPM as a method suitable for determining required rate of return of an asset. This model is considered to be an extension of markowitz's portfolio theory.

In order to manage the risk, before investors invest, risk management is very important [8]. The term "risk management" was widely used to manage risks in a company. Generally speaking, risk management consists of three steps: identifying, determining and managing financial risk. Risk is the main reason which may cause detrimental effects in any organization. Therefore, more and more companies begin to pay attention to identifying risks and controlling them before they deteriorate. Risk management skills can enhance the company's confidence in making business decisions in future.

Value-at-Risk (VaR) is widely used in risk management to estimate the risks. The goal is to identify and understand risk exposures, measure risk, and then apply this knowledge to manage these risks [9]. VaR was used for both risk management and regulatory purposes. Engle and Manganelli [10] pointed out that VaR has become the standard measure used by financial analysts to quantify such risk. In particular, the Basel Committee on Banking Supervision of the Bank for International Settlements [11] requires financial industry such as banks and investment companies to meet capital requirements based on the estimation of value at risk.

Although it is difficult to eliminate market risk, some solutions can be adopted to minimize it [12]. There are some other ways and methods, which eventually led to a number called VaR. There are classical variance-covariance parameter VaR, but there are also historical VaR method or the Monte Carlo VaR methods. There are many options that are useful because different methods are applicable to different types of situations. However, different methods used will lead to different results with the same portfolio, because it may cause over-estimate or under-estimate event to happen. Therefore, the performance evaluation and method selection of VaR is very important to provide investors with the most accurate risk level they will bear [13].

In this study, the scope focuses on the smartphone companies listed under National Association of Securities Dealers Automated Quotations Stock Exchange (NASDAQ). Three companies chosen are Apple Inc., Alphabet Inc. and Microsoft Corp. The main objective of this research is to analyse the risk measure for smartphone industry. We will determine an appropriate VaR model for the three selected companies and compare their VaR values. Besides that, we will examine the accuracy of the model by using backtesting procedure.

The remainder of the article is organized as follows. In the next section, we will introduce the data and methods used. Therefore, the empirical results and discussion for the introduced methods will be provided. Finally, the conclusions are presented in the last section.

METHODOLOGY

Materials used

The data used are the daily price of stocks of three companies listed under NASDAQ, namely Apple Incorporated (Inc.), Alphabet Incorporated and Microsoft Corporation. We chose these three companies for comparison, because they are all publicly listed in the United States (US) and are the top three smartphone companies in US. Apple Inc. (AAPL) is an American multinational technology company established 43 years ago. It provides Apple Store, Apple Music, iCloud, iMessage and other services. In addition, it also provides hardware products such as iPhone smartphone, Apple Watch, Apple TV and Airpods, and software products such as MacOS, iOS, iPadOS and TVOS operating system. According to the Annual Report for the financial year ended 2019, there is a 2% decrease in Apple revenue compared to 2018, which was from $ 265.6 billion in 2018 to $ 260.2 billion in 2019. The second selected company is Alphabet Inc (GOOGL). Alphabet Inc, an American multinational enterprise group, was reorganized by Google in October 2015. According to Page, “Alphabet Inc. will replace Google Inc. as the publicly-traded entity and all shares of Google will automatically convert into the same number of shares of Alphabet, with all of the same rights. Google will become a wholly-owned subsidiary of Alphabet”. In February 1, 2016, Alphabet Inc. overtook Apple to become the world's most valuable publicly traded company until February 3, 2016, when Apple take back the position. In terms of total revenue, Alphabet ranked 15th in the 2019 Fortune 500 list of the largest companies in the US [14]. The third selected company is Microsoft Corporation. Microsoft Corporation, an American multinational technology company, ranked 30th in the 2018 ranking of the total revenue of the Fortune 500 largest companies in the US. In the first quarter of 2015, Microsoft Corporation was the third largest mobile phone manufacturer with sales volume of 33 million units. According to Microsoft Corp Annual Report 2019, it delivered more than $ 125 billion in revenue, $ 43 billion in operating income, and more than $ 50 billion in operating cash flow and had returned more than $ 30 billion to shareholders [15]. We collected the daily closing price of these three companies from 2010 until 2019 and divided them into two time periods. Daily stock return from 2010 to 2017 are used to estimate VaR, and the data from 2018 to 2019 are used to carry out backtesting of VaR, which verifies the accuracy of the model. All the data are collected from Investing.com.

Methods used

In financial studies, logarithmic return series usually will be used instead of using the actual stock prices. This is because the log-returns of an asset are easy to manage and have better statistical behavior. The logarithmic return can be calculated by using equation (1). The daily return will be used to estimate 1-day VaR.
\[ R_t = \ln \left( \frac{P_t}{P_{t-1}} \right) \]  \hspace{1cm} (1)

where \( P_t \) is the closing price at time \( t \), and \( P_{t-1} \) is the closing price at time \( t - 1 \).

According to Dowd [16], given a random variable \( X \), VaR is defined as in equation (2).

\[ \text{VaR}(X; p) = F^{-1}(p) \]  \hspace{1cm} (2)

for all \( p \in (0, 1) \), where \( F^{-1} \) is the quantile function.

**Non-parametric methods**

The non-parametric approach is a method that uses historical data to evaluate VaR. It does not make any assumption about the past data and it mainly relies on the historical simulation method. Dowd [16] stated that the short-term VaR forecasting will not change significantly but it will ensure that the recent trend is similar to the previous trend to the greatest extend. One of the reasons that historical simulation was commonly used is because it still gives a relatively accurate result although some of the problems have been ignored.

1. Basic Historical Simulation (HS) Method

The basic historical simulation method is widely used in the financial and non-financial institutions because of its simplicity. The purpose of this method is to estimate the VaR from the past data without making any assumption. The return series will be calculated and sorted in descending order, then VaR will be estimated by determining its position using \( N(1 - \alpha) + 1 \) where \( N \) is the total observation and \( \alpha \) is the significance level.

2. Age-Weighted (AW) Historical Method

In this method, each observation will be given different weight. The most recent observation will be given a heavier weight than the previous observation because the probability of the recent loss happening again was higher. Age-weighted method involves a decaying factor, \( \lambda \) where it’s value is in the range between 0 and 1. The value of \( \lambda \) indicates the decaying process of an asset. The closer \( \lambda \) is to 0, the faster the decay process of an asset, and the slower the decay process of an asset when the value of \( \lambda \) is close to 1. The weight of each observation was introduced by Boudoukh et al. [17] as shown in equation (3).

\[ w(t) = \frac{\lambda^{t-1}(1 - \lambda)}{1 - \lambda^n} \]  \hspace{1cm} (3)

where \( \lambda \) is the decaying factor \( (0 < \lambda < 1) \), \( t \) is the time period, and \( n \) is the total number of observation. Boudoukh et al. [17] recommended using \( \lambda = 0.98 \). The summation of the weights for the observations is equal to one. After calculating the \( w(t) \) of every data, the cumulative value of each observation will be calculated. Finally, based on the selected confidence level, interpolation is performed to obtain the VaR.

**Parametric methods**

The parametric approach is the opposite way compared to the non-parametric approach where it makes an assumption that the return of assets follows a probability distribution. The parametric approach is also known as the analytic or correlation method. Ruppert [18] claims that it is the simplest method to estimate VaR by using parametric method, especially when there are large numbers of assets in the portfolio, instead of only one asset. In this study, we will implement four parametric methods.

1. Normal Distribution

Normal distribution is symmetrical around its mean and has small tails. The normal distribution is widely used because only two variables are needed to calculate VaR. These are the mean \( \mu \) \( (\mu \in \mathbb{R}) \) and standard deviation \( \sigma \) \( (\sigma > 0) \). The probability distribution function (PDF) of normal distribution is shown in equation (4).

\[ f(x|\mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{1}{2\sigma^2}(x - \mu)^2 \right] \]  \hspace{1cm} (4)

Normal VaR can be estimated by using equation (5).

\[ \text{VaR} = \mu - \sigma \cdot \text{z-score corresponding to the 95% confidence level} \]  \hspace{1cm} (5)
2. Student’s t-distribution
Student’s t-distribution adapts to the fat tail in the sample by adjusting the degree of freedom, \( \nu \). Hence, student’s t-distribution is usually used to fit the financial return because it often produces value far from the average. When the number of degrees of freedom goes towards infinity the Student’s t-distribution goes towards being normally distributed [19]. The PDF of student’s t-distribution is shown in equation (6).

\[
\begin{align*}
    f(x|\nu) &= \frac{\Gamma\left(\frac{\nu + 1}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)\sqrt{\pi}\nu^{\frac{1}{2}}\left(1 + \frac{x^2}{\nu}\right)^{\frac{\nu + 1}{2}}} \\
\end{align*}
\]

The student’s t VaR can be estimated by using the formula below.

\[
\text{VaR} = \mu - \sigma t_{\sigma, \nu}
\]

where \( t_{\sigma, \nu} \) is the t-score corresponding to the 95% confidence level and degree of freedom, \( \nu \).

3. Generalized Extreme Value (GEV) Distribution
Generalized extreme value distribution is the limiting model for maximum and minimum values of a data set. This is very important in risk modelling, because the probability of occurrence of rare event is always low [20]. GEV distribution is a family of continuous probability distributions developed from the extreme value theory. It unites the distribution of Gumbel, Fréchet, and Weibull which are also known as Type I, Type II, and Type III distribution. GEV distribution contains 3 parameters, namely, location (\( \mu \in \mathbb{R} \)), scale (\( \sigma > 0 \)), and shape (\( \xi \in \mathbb{R} \)) parameters. In this study, the block-maximum method with one day block size was implemented. The PDF of GEV distribution is shown below.

\[
\begin{align*}
    f(x; \mu, \sigma, \xi) &= \begin{cases} 
    \frac{1}{\sigma}(1 + \frac{(x - \mu)}{\sigma}) \exp \left(- \left(1 + \frac{(x - \mu)}{\sigma}\right)^{-\frac{1}{\xi}} \right) & \text{if } \xi \neq 0 \text{ and } 1 + \frac{(x - \mu)}{\sigma} > 0 \\
    \frac{1}{\sigma} \exp \left(- \frac{(x - \mu)}{\sigma}\right) \exp \left(- \exp \left(- \frac{(x - \mu)}{\sigma}\right) \right) & \text{if } \xi = 0
    \end{cases} \\
\end{align*}
\]

The GEV VaR can be estimated by using the equation below.

\[
\text{VaR} = \mu - \frac{\sigma}{\xi} + \frac{\sigma}{\xi} (-\ln(p))^{-\xi}
\]

4. Variance Gamma (VG) Distribution
VG distribution is a distribution that can accommodate data sets with heavy tails and high centres, and it is more peaked than normal distribution [21]. VG distribution is a flexible distribution and having different appearance depends on its parameter value. It has 4 parameters, which are location (\( \mu \in \mathbb{R} \)), scale (\( \sigma > 0 \)), shape (\( \lambda > 0 \)), and asymmetry (\( \alpha \in \mathbb{R} \)) parameters. The PDF of VG distribution is shown in equation (10).

\[
\begin{align*}
    f(x; \mu, \sigma, \lambda, \alpha) &= \frac{1}{\sqrt{\pi}} \lambda^{1} \exp \left(\frac{\alpha(x - \mu)}{\sigma^2}\right) \left(\frac{|x - \mu|}{\alpha^2 + \frac{2\alpha^2}{\lambda}}\right)^{1/2} \Gamma \left(\frac{1}{2}\right) K_{\frac{\lambda}{2}} \left(\frac{|x - \mu|}{\alpha^2 + \frac{2\alpha^2}{\lambda}}\right) \\
\end{align*}
\]

where \(-\infty < x < \infty\), \( \Gamma(\cdot) \) is a gamma function and \( K_{\eta}(w) \) is a modified bessel function of the third kind with order \( \eta \). \( K_{\eta}(w) \) for \( \eta \in \mathbb{R} \) and \( w > 0 \) is given by equation (11).

\[
K_{\eta}(w) = \frac{1}{2} \int_{0}^{\infty} z^{\eta-1} \exp \left(-\frac{w}{2}(z + \frac{1}{z})\right) dz
\]

The VG VaR equation is very complicated and it is usually computed by using statistical software.
Parametric estimation method

In this study, we have chosen the maximum likelihood estimation method to estimate the parameters. This is because it is asymptotically normal and allows simple approximation of the standard error and confidence interval.

The likelihood principle proposed that given a statistical model, all the evidence related to model parameters in the sample are included in the likelihood function. It returns the maximum likelihood estimator to estimate an unknown parameter, \( \theta \).

Let \( X_1, X_2, X_3, \ldots, X_n \) be \( n \) independent and identically distributed observations which having a same density function \( f(x|\theta) \), where \( \theta \) is an unknown constant in a parameter space, \( \Theta \).

Given the data \( s = (x_1, x_2, x_3, \ldots, x_n) \), the likelihood function of \( \theta \) is defined in equation (12).

\[
L_n(\theta | s) = \prod_{i=1}^{n} f(x_i | \theta) \tag{12}
\]

The maximum likelihood estimator \( \hat{\theta}_n(s) \) for \( \theta \) is a value in the parameter space \( \Theta \) which maximizes the likelihood function, such that

\[
L_n(\hat{\theta}_n(s) | s) = \max_{\theta \in \Theta} \prod_{i=1}^{n} f(x_i | \hat{\theta}) \tag{13}
\]

The standard method to obtain the maximum likelihood estimator, \( \hat{\theta}_n(s) \) is to find the root of the following log-likelihood function:

\[
l_n^{(s)}(s | \hat{\theta}) = \frac{d}{d\hat{\theta}} \ln L_n(\hat{\theta} | s) \tag{14}
\]

Christoffersen backtesting method

VaR models are valuable if they can foresee the future risk accurately. Hence, the models should be backtested with proper method to ensure the model accuracy [22]. The backtesting method used in this study is Christoffersen conditional coverage test which is a joint test of conditional coverage and independence by Christoffersen [23].

A VaR\(_{t+1}^p\) measure promise that the actual loss will not exceed VaR\(_{t+1}^p\) forecast \( p \times 100\% \) of the time. According to Christoffersen [23], the hit sequence of VaR violations, \( \{I_{t+1}\} \) is defined as:

\[
I_{t+1} = \begin{cases} 
1, & \text{if } r_{t+1} > \text{VaR}_{t+1}^p \\
0, & \text{if } r_{t+1} < \text{VaR}_{t+1}^p
\end{cases} \tag{15}
\]

where \( p \) is defined as the probability of actual loss exceed predicted loss. The hit sequence return 1 when the actual return is smaller than the VaR value predicted, and vice versa.

When performing a backtest, it is necessary to construct a sequence \( \{I_{t+1}\}_{t=1}^{T} \) across \( T \) days indicating when the past violations occur. For violation prediction, the hit sequence should be unpredictable and distributed independently over time \( T \) as a Bernoulli variable that takes value of 1 with probability \( p \) and value 0 with probability \( (1 - p) \). The Bernoulli distribution is given as follow.

\[
f(I_{t+1}; p) = (1 - p)^{1-I_{t+1}} p^{I_{t+1}} \tag{16}
\]

1. Unconditional Coverage Test

Unconditional Coverage test is used to determine whether the fraction of violations, \( \hat{\pi} \) is significantly different from the coverage rate, \( p \). The null and alternative hypothesis is shown as:

\[
H_0: p = \pi \\
H_1: p \neq \pi \tag{17}
\]

Likelihood for null hypothesis \( L(p) \) and alternative hypothesis \( L(\hat{\pi}) \) are necessary to perform before the test was conducted.

\[
L(p) = \prod_{t=1}^{T} f(I_{t+1}; p) = (1 - p)^{\hat{\pi}} p^{\hat{\pi}} \tag{18}
\]
\[ L(\hat{\pi}) = \prod_{t=1}^{T} f(I_{t+1}; \hat{\pi}) = (1 - \hat{\pi})^{T_0} \hat{\pi}^{T_1} \]  

(19)

where \( T_0 \) and \( T_1 \) are the number of zeros and ones in the sample respectively, and \( \hat{\pi} \) is the fraction of violations in the sample, which is computed as \( \frac{T_1}{T} \).

The unconditional coverage hypothesis using the likelihood ratio test is then computed as:

\[ LR_{UC} = -2 \ln \frac{L(p)}{L(\hat{\pi})} \]  

(20)

Apart from that, the \( p \)-value associated with the test statistic can also be computed by using \( 1 - F_{\chi^2}(LR_{UC}) \) where \( p \)-value is defined as the probability of incorrectly reject a true null hypothesis, and \( F_{\chi^2}(\cdot) \) denotes the cumulative distribution function of a \( \chi^2 \) variable with one degree of freedom. The null hypothesis is rejected if \( p \)-value is less than the desired significance level.

2. Independence Test

The objective of independence test is to ensure every violation is independent to each other. Hence it is necessary to assume that the violation is time-varying and described as a first-order Markov sequence with transition matrix of \( \pi_1 \).

\[ \pi_1 = \begin{pmatrix} 1 - \pi_{01} & \pi_{01} \\ 1 - \pi_{11} & \pi_{11} \end{pmatrix} \]  

(21)

where \( \pi_{ij} = P(I_{t+1} = j | I_t = i) \). The first-order Markov sequence must satisfy Markov properties, that is, only today’s results will affect tomorrow’s outcome, which means only \( I_t \) matters on \( I_{t+1} \).

Given a likelihood sample of \( T \) observations, the likelihood function of the first-order Markov process is

\[ L(\pi_1) = (1 - \pi_{01})^{T_0} \pi_{01}^{T_1} (1 - \pi_{11})^{T_{10}} \pi_{11}^{T_{11}} \]  

(22)

where \( T_{ij} \) is the number of observations with a \( j \) following an \( i \) with \( i, j \in \{0,1\} \).

The maximum likelihood estimates for \( \pi_{01} \) and \( \pi_{11} \) are as follows.

\[ \hat{\pi}_{01} = \frac{T_{01}}{T_0 + T_{01}} \]  

(23)

\[ \hat{\pi}_{11} = \frac{T_{11}}{T_{10} + T_{11}} \]  

(24)

The estimated transition matrix, \( \hat{\pi}_1 \) is given as

\[ \hat{\pi}_1 = \begin{pmatrix} 1 - \hat{\pi}_{01} & \hat{\pi}_{01} \\ 1 - \hat{\pi}_{11} & \hat{\pi}_{11} \end{pmatrix} = \begin{pmatrix} \frac{T_{00}}{T_0 + T_{01}} & \frac{T_{01}}{T_{10} + T_{11}} \\ \frac{T_{10}}{T_{10} + T_{11}} & \frac{T_{11}}{T_{10} + T_{11}} \end{pmatrix} \]  

(25)

If each violations are independent to each other, \( \hat{\pi}_{01} = \hat{\pi}_{11} = \hat{\pi} \). Hence, the transition matrix is shown as below under independence assumption.

\[ \hat{\pi} = \begin{pmatrix} 1 - \hat{\pi} & \hat{\pi} \\ 1 - \hat{\pi} & \hat{\pi} \end{pmatrix} \]  

(26)

A likelihood ratio test \( LR_{IND} \) is used to test the independence hypothesis, \( \pi_{01} = \pi_{11} \).

\[ LR_{IND} = -2 \ln \left[ \frac{L(\hat{\pi})}{L(\hat{\pi}_1)} \right] \sim \chi^2 \]  

(27)
3. Conditional Coverage Test

The conditional coverage test will be continued when VaR violations are independent to each other and the expected number of violations is correct. The likelihood ratio test statistic is shown as follows.

\[
LR_{CC} = -2 \ln \left( \frac{L(p)}{L(\hat{\rho})} \right) \sim \chi^2_2
\]

\[
= -2 \ln \left( \frac{L(p)}{L(\hat{\rho})} \right) \sim \chi^2_2
\]

\[
= -2 \ln \left( \frac{L(p)}{L(\hat{\rho})} \right) - 2 \ln \left( \frac{L(\hat{\rho})}{L(\hat{\rho}_1)} \right)
\]

\[
= LR_{UC} + LR_{IND}
\]

Therefore, the joint test of conditional coverage can be calculated by adding unconditional coverage and independence test [24].

RESULTS AND DISCUSSION

Data and empirical findings of stock returns

In this study, the daily closing stock prices is collected from Investing.com. The collected data covered 2516 observations from 4 January 2010 to 31 December 2019. Daily stock prices were converted into daily log-return series using R package quantmod [25] to determine the behavior of the stock returns. Table 1 presented descriptive statistics of stock returns.

<table>
<thead>
<tr>
<th>Stock</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAPL</td>
<td>0.0009</td>
<td>0.0159</td>
<td>-0.2619</td>
<td>7.9707</td>
<td>0.0009</td>
<td>-0.1319</td>
<td>0.0850</td>
</tr>
<tr>
<td>GOOGL</td>
<td>0.0006</td>
<td>0.0150</td>
<td>0.7706</td>
<td>16.7712</td>
<td>0.0005</td>
<td>-0.0875</td>
<td>0.1506</td>
</tr>
<tr>
<td>MSFT</td>
<td>0.0006</td>
<td>0.0140</td>
<td>-0.1109</td>
<td>10.7640</td>
<td>0.0003</td>
<td>-0.1210</td>
<td>0.0994</td>
</tr>
</tbody>
</table>

From Table 1, it can be seen that the mean daily log-return of three stocks is positive, which indicates the corresponding stock gives a slightly increasing positive return. The standard deviation of the stocks is less volatile, and the returns are stable because their standard deviation is relatively small. In addition, the skewness of AAPL and MSFT is negative, which means that their return distribution has a long left tail, while the income distribution of GOOGL has a long right tail because of the positive skewness coefficient. Apart from that, the large kurtosis value indicates that the return series of these three stocks have a leptokurtic distribution with a fatter tail compared to normal distribution.

![Figure 1. Time series plots of AAPL daily return (left) and its histogram (right).](image-url)

In Figure 1, the return of AAPL shows a highly fluctuating pattern. In 2013, the stock return of AAPL fell about 26% due to the increase of the android market eroded the iOS dominance. From the histogram, we can see that the stock return of AAPL are quite symmetrical and have a fatter left tail. The fatter left tail means AAPL stock has a large number of negative returns.
In Figure 2, the return of GOOGL shows a high volatile fluctuation pattern. In August 2015, after Alphabet announced its reorganization, the stock return of GOOGL soared. From the histogram, we can see that the stock return of GOOGL is asymmetric and had a fatter right tail. The fatter right tail means that GOOGL stock gives a large amount of profit.

In Figure 3, the return of MSFT shows a high volatile fluctuation pattern after 2013. MSFT experienced an unprecedented drop as its share drops 12%. Microsoft’s results showed a $900 million loss due to unsold Microsoft’s Surface RT. From the histogram, we can see that the stock return of MSFT was fairly symmetrical and have a fatter left tail. The fatter left tail means that MSFT stock gives a large number of negative returns.

The normality test has become a standard feature in statistical work. For continuous data, the normality test is very important in determining the measure of central tendency and statistical methods for data analysis. In this study, the Shapiro-Wilk test will be used to check the normality assumption of the data and the result is shown in Table 2. Since the p-value of AAPL, GOOGL and MSFT are very small and less than significance level of 0.05, the null hypothesis was rejected, which means that the negative log-return data of three companies are not normally distributed. The results of Shapiro-Wilk test can also be supported by using Q-Q plot (Figure 4).

<table>
<thead>
<tr>
<th>Company</th>
<th>$W_{stat}$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAPL</td>
<td>0.95392</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>GOOGL</td>
<td>0.89383</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>MSFT</td>
<td>0.93421</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
</tbody>
</table>
Parameter estimation

In this section, the parameters of the selected distribution were estimated via maximum likelihood estimation. The selected distributions are implemented by using the R packages `fitdistrplus`, `QRM`, `ismev`, `evd` and `VarianceGamma` [26–30]. Table 3, 4 and 5 showed the estimated parameters from AAPL, GOOGL, and MSFT stock returns with the normal distribution, student’s t-distribution, GEV distribution, and Variance Gamma distribution.

### Table 3. The estimated parameters of the three distributions for AAPL stock return.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Student’s t</td>
<td>$\mu$</td>
</tr>
<tr>
<td>GEV</td>
<td>$\mu$</td>
</tr>
<tr>
<td>VG</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

### Table 4. The estimated parameters of the three distributions for GOOGL stock return.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Student’s t</td>
<td>$\mu$</td>
</tr>
<tr>
<td>GEV</td>
<td>$\mu$</td>
</tr>
<tr>
<td>VG</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

### Table 5. The estimated parameters of the three distributions for MSFT stock return.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Student’s t</td>
<td>$\mu$</td>
</tr>
<tr>
<td>GEV</td>
<td>$\mu$</td>
</tr>
<tr>
<td>VG</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

From Table 3–5, the return series of AAPL, GOOGL, and MSFT are compressed at the centre near to zero because the value of location and scale parameters of each distribution are approximately zero. For Student’s t-distribution, the degree of freedom indicates the heaviness of the tail of the t-distribution. Since the degree of freedom of the return series of AAPL, GOOGL, and MSFT are small, it indicated that the tails of the return series for t-distribution is higher than the tails of the normal distribution. For GEV distribution, the shape parameter governed the type of distribution and the shape of the tail. The tail of GEV distribution is thicker when it has a higher shape parameter value. Since the shape parameter...
of the three stock returns are negative value, this means that the return series are distributed as Weibull distribution. For VG distribution, the asymmetry parameter (\( \alpha \)) and shape parameter (\( \lambda \)) will change the shape of the distribution. A positive \( \alpha \) value will skew the distribution to the right and vice versa. The peakedness of VG distribution will increase when \( \lambda \) decreases or approaches to zero. Since the return series of AAPL and GOOGL have negative \( \alpha \) and a small \( \lambda \), this indicates that the return series have a high peak and skewed to the left. In contrast, the return series of MSFT is skewed to the right due to its positive \( \alpha \) value.

**Value-at-Risk**

In this section, VaR of the daily log-return series for selected stocks are computed by using basic historical simulation method, AW historical method, normal distribution, student’s-t distribution, GEV distribution, and VG distribution. 95% VaR are calculated for 2012 business days in the time period 01/01/2010 to 31/12/2017. The result is shown in Table 6.

<table>
<thead>
<tr>
<th>Non-Parametric Method</th>
<th>Parametric Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>AW-HS (( \lambda = 0.98 ))</td>
</tr>
<tr>
<td>AAPL</td>
<td>-2.50</td>
</tr>
<tr>
<td>GOOGL</td>
<td>-2.20</td>
</tr>
<tr>
<td>MSFT</td>
<td>-1.99</td>
</tr>
</tbody>
</table>

For the basic historical simulation method, the VaR at a 95% confidence interval is the daily return located at the 5% percentile of the daily return series. At the confidence level of 95%, the lowest risk value is -1.99% in Microsoft Corporation. At the same level of reliability, the highest risk value has achieved stocks of Apple Inc -2.50%. The reliability level of 95% can be interpreted as that the stock return will not fall below the calculated risk value within 100 working days for 95 working days.

For AW historical method with 95% confidence level, Microsoft Corporation has the lowest risk, followed by Google Inc. and Apple Inc. This is because the lowest risk value is -1.11% of Microsoft Corporation, while the highest risk value is -1.91% of Apple's stock at the same reliability level. The maximum loss of AAPL shows that Apple is the most risky stock because it has the highest risk value, which means that the loss would not exceed 1.91% for 95 days of 100 days.

For normal distribution approach at the level of 95% confidence, Microsoft Corporation is again the share which is expected to experience the least loss. Microsoft Corp. has the lowest risk value -2.25% while at the same level of reliability highest risk value has achieved stocks of Apple Inc -2.53%. This shows that analysts have 95% confidence that the daily loss of AAPL shares will not exceed -2.53%. For example, when an investor invests 1000 ringgit in AAPL stock, there is 95% confidence that the investor will not experience the most serious daily loss, that is, the loss of no more than 25.30 ringgit.

Apart from that, Microsoft Corporation has the lowest loss of -2.06% at a 95% confidence level compared to Apple Inc and Google Inc when student’s-t distribution was used. From the result, we can see that Apple Inc is the top risky share, which it’s worst daily loss was expected at not more than -2.34%. Among other companies, Google Inc ranked second risky share with 2.09% loss.

Unlike the other distributions, the GEV distribution is mainly concentrated on the tail data. At 95% confidence level, Microsoft is the lowest risk stock (-2.55%), followed by Google Inc (-2.61%) and Apple Inc (-2.75%). The minimum loss of MSFT indicates that MSFT is the least risky stock, because its risk value is the smallest, which means that the loss would not exceed 2.55% for 95 days of 100 days.

For VG distribution, AAPL remains the most risky share which will bring the biggest loss of 2.39%, while MSFT remains as the least risky share. It can also be easily understood by using an example of, the investor will not lose more than RM23.90 if he or she makes an RM1000 investment on AAPL stock, but the investor will not lose exceed RM20.50 if he or she makes an RM1000 investment on MSFT.

In comparison for all companies, it can be observed that the 95% VaR estimates by using AW historical method are relatively low compared with the basic historical method, normal distribution, student’s-t distribution, GEV distribution, and VG distribution. Next, the stock of MSFT gives the lowest VaR value compared to the other stocks at 95% confidence level no matter using which methods, followed by GOOGL and AAPL. In fact, MSFT shares will be recommended to investors because of its lower risk level.

**Backtesting**

In this section, the VaR from 2018 to 2019 is tested by using the stock returns from 2017 to 2018 to ensure its accuracy. The estimated VaR is then compared with the real return. The backtest procedure will be conducted by using the unconditional coverage test, independence test, and conditional coverage test. The results were discussed in the sections below.

**VaR-breaks observations**

At 95% confidence level, the number of 95% VaR produced by each distribution is compared to the expected number of the violation. The result is shown in Table 7.
Table 7. Expected and actual number of 95%-VaR obtained by each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>AAPL</th>
<th>GOOGL</th>
<th>MSFT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trading Days</strong></td>
<td>479</td>
<td>479</td>
<td>479</td>
</tr>
<tr>
<td>Expected $X_{\text{VaR}}(0.05)$</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td><strong>Basic Historical Simulation Method</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual $X_{\text{VaR}}(0.05)$</td>
<td>27</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td><strong>AW Historical Method</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual $X_{\text{VaR}}(0.05)$</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td><strong>Normal</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual $X_{\text{VaR}}(0.05)$</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td><strong>Student's t</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual $X_{\text{VaR}}(0.05)$</td>
<td>32</td>
<td>35</td>
<td>36</td>
</tr>
<tr>
<td><strong>GEV</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual $X_{\text{VaR}}(0.05)$</td>
<td>27</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td><strong>VG</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual $X_{\text{VaR}}(0.05)$</td>
<td>28</td>
<td>24</td>
<td>29</td>
</tr>
</tbody>
</table>

From Table 7, it can be observed that almost all distribution underestimate the VaR, as the actual VaR exceedance is higher than expected VaR violation, except AW historical method. At the confidence level of 95%, AW historical method has overestimated the VaR value. This is because the actual VaR-broken exceedance was extremely low compared to the expected VaR exceedance.

**Unconditional coverage test**

The unconditional coverage test is then conducted to determine whether the fraction of violation $\hat{\tau}$ is significant different from the coverage rate, $\tau$. The result is shown in Table 8. From the table, the low p-value indicates that the corresponding distribution does not perform well at a 95% confidence level. For nonparametric method, the historical method performs well on three data sets, because it gives a high p-value. For the parametric method, when compared with normal distribution and student t- distribution, GEV and VG distribution generally perform relatively well.

Table 8. Unconditional coverage test for 95%-VaR.

<table>
<thead>
<tr>
<th>Model</th>
<th>AAPL</th>
<th>GOOGL</th>
<th>MSFT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic Historical Simulation Method</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{rc}}$</td>
<td>0.393</td>
<td>0.00011</td>
<td>0.685</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0.531</td>
<td>0.992</td>
<td>0.408</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
</tr>
<tr>
<td><strong>AW Historical Method</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{rc}}$</td>
<td>23.013</td>
<td>30.386</td>
<td>26.445</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Reject</td>
<td>Reject</td>
<td>Reject</td>
</tr>
<tr>
<td><strong>Normal</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{rc}}$</td>
<td>0.685</td>
<td>0.685</td>
<td>2.588</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0.408</td>
<td>0.408</td>
<td>0.108</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
</tr>
<tr>
<td><strong>Student's t</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{rc}}$</td>
<td>2.588</td>
<td>4.727</td>
<td>5.566</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0.108</td>
<td>0.030</td>
<td>0.018</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Fail to reject</td>
<td>Reject</td>
<td>Reject</td>
</tr>
<tr>
<td><strong>GEV</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{rc}}$</td>
<td>0.393</td>
<td>0.048</td>
<td>1.495</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0.531</td>
<td>0.827</td>
<td>0.221</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
</tr>
<tr>
<td><strong>VG</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{rc}}$</td>
<td>0.685</td>
<td>0.00011</td>
<td>1.053</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0.408</td>
<td>0.992</td>
<td>0.305</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
<td>Fail to reject</td>
</tr>
</tbody>
</table>

**Independence test**

The VaR violations dependence is examined using independence test. The result is shown in Table 9.
From Table 9, the non-parametric method performed well for the three data sets. For the parametric method, the distributions work well in AAPL and GOOGL data sets. However, under the normal distribution, GEV distribution and VG distribution of MSFT data set, the null hypothesis is rejected. This implies that these distributions do not adapt sufficiently and efficiently enough to large losses of MSFT, and the risk of bankruptcy probably occurred in the shortest time.

### Conditional coverage test

Finally, the result of conditional coverage test, which is a joint test of unconditional coverage test and independence test, is shown in Table 10.

### CONCLUSION

This study aimed to estimate the Value-at-Risk (VaR) of the selected stock of the mobile phone industry, and identify the stock with the lowest VaR which is worth investing in. Based on the analysis, certain distributions were chosen to fit.
the selected mobile phone stock under NASDAQ, which are AAPL, GOOGL, and MSFT. In this study, non-parametric VaR methods (i.e. historical and AW historical method) and parametric VaR methods (i.e. normal, student’s t, GEV, and VG distributions) are used to measure the VaR of AAPL, GOOGL, and MSFT. Next, the VaR of the AAPL, GOOGL, and MSFT were then estimated and compared. Among the non-parametric and parametric VaR methods, AW-HS produces the smallest VaR which are -1.91%, -1.30%, and -1.11% for AAPL Inc, GOOGL Inc, and MSFT Corporation respectively. From the result of VaR estimates, it was shown that AAPL is the riskiest share to invest because it has the highest VaR estimates for each distribution. In contrast, MSFT is the most stable stock. The lowest VaR estimates for each distribution of MSFT shows that it will give the least loss to the investors. For VaR estimates, backtest play an important role to examine the model accuracy so that the model can adapt in any situation. From the conditional coverage test, it can be observed that the historical method performed well among the non-parametric method, and normal, GEV, and VG distribution also performed well among parametric distribution.
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