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# Introduction

The main goal of an optimization problem is to obtain the best combination of variables of a fitness function such that the value of the fitness is maximum or minimum. This can be done effectively by using a population-based optimization algorithm. A new population-based optimization algorithm termed as simulated Kalman filter (SKF) is inspired by the estimation capability of Kalman filter [1]. Designed from the procedure of Kalman filtering, which incorporates prediction, measurement, and estimation, the global minimum or maximum can be estimated. Measurement process, which is needed in Kalman filtering, is mathematically modelled and simulated. Agents interact with each other to update and optimize the solution during the search process.

The concept of opposition-based learning (OBL) can be used to improve the performance of population-based optimization algorithm [2]. The important idea behind the OBL is the concurrent consideration of an estimate and its corresponding opposite estimate which is closer to the global optimum. OBL was initially implemented to improve learning and back propagation in neural networks [3], and until now, it has been employed in various optimization algorithms, such as differential evolution, particle swarm optimization and ant colony optimization [4].

In this research, inspired by the concept of current optimum opposition-based learning (COOBL), we propose a modified SKF which is called as current optimum opposition-based simulated Kalman filter (COOBSKF) to enhance the performance of SKF. From the SKF perspective, this is the first attempt to improve its performance through COOBL strategy. The COOBSKF compares the fitness of an individual to its opposite and maintain the fitter one in the population. Experimental results show that the proposed algorithm can achieve better solution quality.

The remainder of this paper is organized as follows: Section 2 briefly presents an overview of optimization algorithms and opposition-based learning application. Section 3 explains the standard simulated Kalman filter algorithm, the concept of opposition-based learning and the proposed enhance version of SKF. Section 4 provides the experimental settings and discusses the experimental results. Section 5 concludes the paper.

# Related Work

This part provides a brief overview of optimization algorithms followed by the application of OBL in optimization algorithms. Some of optimization algorithms are based on population-based where the search process is perform with multiple agents. One example of population-based optimization algorithm is particle swarm optimization (PSO). In PSO, a swarm of agent searches for the global optimum solution by velocity and position updates, which are depending on current position of agent, personal best, and global best of the swarm. They move towards those particles which have better fitness values and finally attain the best solution.

Another population-based optimization algorithm is gravitational search algorithm (GSA). GSA was designed according to the Newtonian gravity law and mass interactions. In the algorithm, agents and their performance is evaluated by their masses which rely on fitness function values. The location of each agent in the search space indicates a problem solution. The heaviest mass is the optimum solution in the search space and by lapse of time, masses are attracted by the heaviest mass and converged to the better solution.

The concept of opposition-based learning is applicable to a wide range of optimization algorithms. Even though the proposed approach is originally embedded in differential evolution (DE), it is universal enough to be employed in other optimization algorithms. In [5], the OBL has been used to accelerate the convergence rate of DE. The proposed opposition-based DE (ODE) implements the OBL at population initialization and also for generation jumping. Besides that, a comprehensive investigation was conducted by using 58 benchmark functions with a purpose to analyze the effectiveness of ODE. Various sets of experiments are performed separately to examine the influence of opposite points, dimensionality, population size and jumping rates on the ODE algorithm.

Opposition-based differential evolution using the current optimum (COODE) was introduced for function optimization. In the COODE, the optimum agent in the current population is dynamically functioned as the symmetry point between an estimate and its respective opposite estimate. The distance between opposite numbers and the global optimum is short enough to maintain a significant rate of applying OBL throughout the search process.

Opposition-based particle swarm optimization (OPSO) is proposed by employing OBL to population initialization, generation jumping and the swarm's best particle. Initially, swarms are initialized with random velocities and positions. The opposite swarm is determined by calculating the opposite of velocity and position, and then the fittest of swarm and opposite swarm is chosen as the next population. The similar approach is used in current generations by applying jumping rate and dynamic constriction factor, which is used to improve the convergence rate.

In other report, the OBL technique has been used to enhance the quality of solutions and convergence rate of an ant colony system (ACS). Five versions of implementing opposition idea have been proposed to extend the solution construction phase of ACS, known as, free opposition, free quasi-opposition, synchronous opposition, opposite pheromone per node (OPN) and opposite pheromone per edge (OPE). Results of these algorithms on TSP problems indicate that only OPN technique shows significant improvement.

# Current optimum opposition-based simulated Kalman filter

## Simulated Kalman filter

The simulated Kalman filter (SKF) algorithm is shown in Figure 1. The algorithm started with initialization of *n* agents, in which the positions of each agent are initialized randomly in the search space. The maximum number of iterations, *t*max, is defined as the stopping condition for the algorithm. The initial value of error covariance estimate, $P(0)$, the process noise value, $Q$, and the measurement noise value, $R$, which are needed in Kalman filtering, are also determined during initialization stage. After that, each agent is subjected to fitness evaluation to generate initial solutions. The fitness values are checked and the agent having the best fitness value at every iteration, *t*, is recorded as ***X*best**(*t*). For function minimization problem,

|  |  |
| --- | --- |
| $$X\_{best}\left(t\right)=\min\_{i\in 1,….,n}fit\_{i}(X\left(t\right))$$ | (1) |

and for function maximization problem,

|  |  |
| --- | --- |
| $$X\_{best}\left(t\right)=\max\_{i\in 1,….,n}fit\_{i}\left(X\left(t\right)\right)$$ | (2) |

The best so far solution in SKF is named as ***X*true**. The ***X*true** is updated only if the ***X*best**(*t*) is better ($X\_{best}\left(t\right)<X\_{true}$ for minimization problem, or $X\_{best}\left(t\right)>X\_{true}$ for maximization problem) than the ***X*true**. The subsequent computations are basically identical to the prediction, measurement and estimation procedures in Kalman filter. In the prediction stage, the following time-update equations are calculated:

|  |  |
| --- | --- |
| $$X\_{i}\left(t|t\right)=X\_{i}\left(t\right)$$ | (3) |

|  |  |
| --- | --- |
| $$P\left(t|t\right)=P\left(t\right)+Q$$ | (4) |

where ***Xi***(*t*) and ***Xi***(*t*|*t*) are the previous state and predicted state, respectively, and *P*(*t*) and *P*(*t*|*t*) are previous error covariant estimate and predicted error covariant estimate, respectively. Note that the error covariant estimate is influenced by the process noise, *Q*.



Figure 1. Figure 1 Caption.

## Opposition-based learning

The concept of Opposition-based learning (OBL) is to concurrently assess the current solutions and its opposite solutions in order to obtain a better approximation of the current candidate solutions. Figure 2 illustrate the opposite point which is determined in domain [a,b]. Let $x\in [a,b]$ be a minimum and maximum values of variable in current population. The opposite number *ox* is determined as:

|  |  |
| --- | --- |
| $$ox=a+b-x$$ | (5) |

## Current optimum opposition-based learning

In the original OBL concept, the agents and their opposite agents are asymmetric on the midpoint within the range of variables’ current interval. This opposite agents might possibly flee from the global optimum, which leads to decrease the contribution of opposite points. Therefore, opposition-based learning using the current optimum (COOBL) was proposed in [9] to address this drawback. So this approach is used to enhance the effectiveness of the SKF. The proposed algorithm is known as current optimum opposition-based simulated Kalman filter (COOBSKF).

The significant difference is the formation of opposite population in COOBSKF is depends on the best agent so far which is identified by fitness calculation on particular objective function. The opposite population is generated using Equation 10.

|  |  |
| --- | --- |
| $$ox\_{i}=2x\_{co}-x\_{i}$$ | (6) |

where $x\_{co}$ is the best agent so far or current optimum agent.



Figure 2. Opposite point defined in domain [a,b].



Figure 3. Flowchart of COOBSKF algorithm.

## Enhancing SKF using current optimum opposition-based learning

The original SKF is selected as a parent algorithm and the COOBL strategies are embedded in SKF to boost its performance. COOBL is employed at one stage of SKF which is after estimation process of SKF. This implementation generated opposite population which is potentially fitter compared to the current ones. Figure 3 shows the flowchart of the proposed algorithm.

Initially, COOBSKF generates randomly initial population or candidate solutions. The initial value of error covariance estimate, $P(0)$, the process noise value, $Q$, the measurement noise value, $R$, and jumping rate value, *Jr*, are also determined during initialization stage. Then, the fitness of agents in the population is calculated based on the objective function. Next, ***X*best**(*t*) and ***X*true** are updated based on SKF algorithm steps. The algorithm continues with prediction, measurement and estimation similar to SKF algorithm using Equation 3 to Equation 8.

After that, COOBL is applied to the current solution in order to check a potential solution on opposite side. This action is performed probabilistically influenced by a parameter known as the jumping rate, *Jr* $\in [0,1]$. *Jr* is a control parameter to form or ignore the formation of opposite population at specific iteration. The following jumping condition is considered:

if *rand* < *Jr*

then

 apply COOBL

 else

 check stopping condition

else

Table 1. Table caption

|  |  |  |
| --- | --- | --- |
| Column number 1 | Column number 2 | Column number 3 |
| Parameter 1 (N) | 12.3 | 1.5 |
| Parameter 2 (kg) | 34.50 | 12.00 |
| Parameter 3 (mm) | 25 | 9 |

# Experimental Results

This experiment investigates the performance of COOBSKF in comparison with other optimization algorithms such as particle swarm optimization (PSO), grey wolf optimizer (GWO), genetic algorithm (GA), gravitational search algorithm (GSA) and black hole (BH). The experimental parameters used in this experiment are shown in Table 7. For COOBSKF, the *Jr* value used is 0.9. For GSA, *α* is set to 20 and initial gravitational constant, *G*0 is set to 100. For PSO, cognitive coefficient, *c*1, and social coefficient, *c*2, are set to 2. The inertia factor is linearly decreased from 0.9 to 0.4. For GWO, components of *a* are linearly decreased from 2 to 0, respectively.

# Conclusion

This paper reports the first attempt to enhance the exploration capability of SKF by applying COOBL technique. In addition, jumping rate is also integrated in the proposed method. Once the jumping rate condition is met, the opposite solution is selected if the solution is better than the current one. The analysis confirmed that the proposed COOBSKF is superior to SKF and better than GA, GWO, PSO and BH.
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